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History of Conversational Al

( Deep Learning Era )

( Machine Learning Era ) Q LaMDA

137B parameters

( Rule-based Era ) @

Switch Transformer

Wu Dao 2.0
Transformer 1.75 trillion parameters

Rule+ML Rule+ML Big model+Big data 2022-today
i . Smart Assistant \
MIT Eliza Mixed Systems o ha
Pattern+Transform <
| : : chaicey &
ﬁ —_— m - Google LaMDA
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1966 — 1994 2011—2014 2016—2018““““ = - Google Bard
o : : 2 -Large-scale pretrained ;_IX/aoml Ii( Gy ?.
- MIT Eliza - Apple Siri - Google’s personal assistant _models conversational model
- ALICE rule-based chatbot - Microsoft Xiaobing - Amazon ,AI exa googfqel:. Aéi,e.,'] .
2 -Tianmao’s Jingling penAl: -3 [Huang et al., 2022]



Typical Research in Dialogue Systems - Context Understanding

[DS] Emma: Buy me some earplugs please [T] Paul: How many X :
pairs? [T] Emma: 4 or 5 packs [T] Paul: I'll get you 5 [T] Emma: — — E))rSl]{al\rllng? :1;: giley Shgf;ll;i of carplugs Dlalo.gue_
Thanks [C] what is the summary of this dialogue? = p p Y. Summarization
[DC] anna politkovskaya [T] the murder remains unsolved, = [DC] did investigators have any clues in Dia [og ue
2016 [T] did they have any clues? [C] what is the semantic — — the unresolved murder of anna .
completion statement of ‘did they have any clues?’? politkovskaya? Completlon
[ID] What can I do if my card still hasn’t arrived after 2 weeks? __| ' yon SY3TT £ [1D)] card arrival Intent
[C] what is the user’s intent on the bank business? ni Detection
update

[SF] I am Lakesha Mocher [C] what is last name in general /I\ e SF1Moch SlOt
domain? - — [SF] Mocher -

? I Filling

1
MTL Training Strategy|

[DST] I am looking for a place to to stay that has cheap price sl Dia log ue
range it should be in a type of hotel [C] what is the user’s — — [DST] cheap .
constraint about the price range of the hotel? State Tracki ng

Chen et al., 2022. “UniDU: Towards A Unified Generative Dialogue Understanding Framework” (SIGDIAL ‘22)



Typical Research in Dialogue Systems - Response Generation

(I own a boat; ) Oh really? | like tennis Persona-based
| only wear tennis shoes more than | Response Generation
kshoes. b Q sneakers. [
SiYe e ss Siicdhe It is because sneakers
are shoes primarily ere Drimantic Knowledge-grounc.Jed
designed for sports . Response Generation
\ designed for sports. ;
\or other forms of ... ) Q []
' I | had some trouble
My everyday wear yesterday because my .
sandals were torn @ sandals were torn. Empathetic
yesterday; Response Generation
Embarrassed _Me too! | definitely use
e L dod ) mine everyday wear!

Kim et al., 2022.“BOTSTALK: Machine-sourced Framework for Automatic Curation of Large-scale Multi-skill Dialogue Datasets” (EMNLP ‘22)



I Era of Large Language Models

¢ b

ChatGPT Bard New Bing Claude

) M‘ Powerful capabilities of
Vicuna Dolly Stable Vicuna Context Understanding

& Response Generation




ChatGPT

Step 1

Collect demonstration data,
and train a supervised policy.

A promptis

sampled from our -
Explain the moon
prompt dataset. landing to a 6 year old

|
Y

A labeler

demonstrates the @

desired output 7

behaVior- Some pe(;ple went
to the moon...

This data is used SET

to fine-tune GPT-3 252

. . ./)?.7\\.

with supervised Ny

learning. Vi
BEE

Step 2

Collect comparison data,
and train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks
the outputs from
best to worst.

This data is used
to train our
reward model.

OpenAl, 2022. “Training language models to follow instructions with human feedback” (CoRR ‘22)

Explain the moon
landing to a 6 year old

o o

Explain gravity. Explain war...

o o

Moon is natural People went to
satellite of. the moon.

Nl

0-0-0-0

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt

is sampled from szmw
the dataset. about frogs

|

\J
The policy .

enerates 2o

g ./)?.5\\.
an output. \}gg(./

|

y

|
The reward model :M
—
N 7
the output. N
v
The reward is
used to update le
the policy
using PPO.



Alpaca - SFT w/ Instruction-following Examples

©

Text-davinci-003

175 Self-
Instruct
seed tasks

S

Modified Self-instruct
Instruction Generation

Example seed task
Instruction: Brainstorm a list of

possible New Year's resolutions.

Output:

- Lose weight

- Exercise more
- Eat healthier

(0N

Meta
LLaMA 7B
52K
Instruction-following
examples

AN

Example Generated task

Instruction: Brainstorm creative
ideas for designing a conference
room.

Output:

... Incorporating flexible
components, such as moveable
walls and furniture ...

Supervised
Finetuning

Alpaca 7B

https://github.com/tatsu-lab/stanford_alpaca



Vicuna - SFT w/ ChatGPT-distilled Conversation Data

. Serving J

Distributed serving with

[ Data J >[ Training FC FastChat

User-shared
conversations
(e.g., ShareGPT)

Supervised instruction _
fine-tuning on LLaMa Evaluation ]

Assess the outputs with
Run on any cloud with <7 SkyPilot © GPT-4

https://github.com/Im-sys/FastChat



Chat with Open Large Language Models

A SFT w/ Instruction-following Examples
A SFT w/ ChatGPT-distilled Conversation Data

Vicuna: a chat assistant fine-tuned from LLaMA on user-shared WizardLM: an instruction-following LLM using evol-instruct by
conversations by LMSYS Microsoft

GPT4All-S : Afinetuned LLaMA model on assistant style data
MPT-Chat: a chatbot fine-tuned from MPT-7B by MosaicML i I 4

by Nomic Al
RWKV-4-Raven: an RNN with transformer-level LLM Alpaca: a model fine-tuned from LLaMA on instruction-following
performance demonstrations by Stanford

OpenAssistant (oasst): an Open Assistant for everyone by
LAION

LLaMA: open and efficient foundation language models by Meta

FastChat-T5: a chat assistant fine-tuned from FLAN-TS by
LMSYS

Guanaco: a model fine-tuned with QLoRA by UW

Koala: a dialogue model for academic research by BAIR

ChatGLM: an open bilingual dialogue language model
by Tsinghua University

Dolly: an instruction-tuned open large language model
by Databricks

https://chat.Imsys.org/
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Limitation

ChatGPT:

H

H

H

[d Ideally, the model would ask clarifying questions when the user provided an ambiguous
query. Instead, ChatGPT usually guesses what the user intended.

4 While we've made efforts to make the model refuse inappropriate requests, it will sometimes

respond to harmful instructions or exhibit biased behavior.

% Instruction-following Conversational Al - The conversation is led by the user, and the system
simply follows the user’s instructions or intents.

https://openai.com/blog/chatgpt



Proactive Conversational Al

0 Proactive Conversational Al - can plan the conversation to achieve the conversational goals by
taking initiative and anticipating impacts on themselves or human users, rather than only
following the user-oriented conversation direction in a passive manner.

Proactive Conversational Al

11

|
|
s y | , |
Topics Reactive Conversational AT | ' ¥ |
Emotions I Chat Anticipation
- Chat I - I
Views . | Instruction

Instruction I Query |

Query . I |
2. q l | | l :
S h L1 | | h 111 o I

|
Response I | Response |

s

___________________ || E !
| Initiative |
|

Deng et al., 2023. A Survey on Proactive Dialogue Systems: Problems, Methods, and Prospects” (I/CAl 23)
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Anticipation represents the goal or
intended result of the dialogue, which
relies on the conversational agent's
assumption on either functional or
sociable outcomes.

Initiative refers to the ability of the
conversational agent to take possible
actions for driving the conversation
towards the anticipation.

Planning is the process of designing and
organizing the structure and flow of a
strategic conversation, involving a mix of
initiative to achieve the anticipation.

Three Key Elements in Proactive Conversational Al

Proactive Conversational Al

=

Chat Anticipation
Instruction
Query O

Response
Initiative




Proactivity

Improve user engagement and service efficiency

r [ ]
: Music —» K-pop —» Blackpink :
L} A4 v 1= :
i Hi there, how are you doing? oo NN
: @% Just finished my homework. So tired. A
' . :
i How about listening to some refreshing music? oo N
' 1
! 1
' @é I’'m getting bored about my playlist. ;
! 1
0 » 1
s Wanna try some new music types, like K-pop? ?ﬁ(‘)l E
: :
' - 1
: @@ But | don’t understand Korean lyrics. '
' "
2 You may try Blackpink’s songs, which have o:o E
: English version, and are quite refreshing. A '
' "
: Target-guided Open-domain Dialogues :

@(— When was the song Deja Vu released?

>

Who is the singer for this song? Beyoncé, Katy |
Perry, or Oliver Rodrigo?

0"’ ,Katy £eny, j The song Deja Vu by Katy Perry
was released on June 9, 2017.

Asking Clarification Questions

i”é | want to buy a new mobile phone. My old

phone is }50 slow at loading things.

J

I'd love to help. Do you have some preferences on brand? |
|

@é | am used to using the I0S system.
J

| see. What is your expected range of price?

ié Preferably less than $800. )

| find some suitable items for you. |

!

- Great. Let heck b
2, reat. Let me check. N i )
W e - ~

User Preference Elicitation
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Non-collaborativity

Handle non-collaborative dialogues, such as
conflicting goals or non-collaborative users

WM M NN W N M MW MM W MWW W N EEEE

.‘ 1080P 70 Inch TV Target Bargain
=3 Approximately 10 years old = Price: 200

@é Hello, what price could you offer for the TV? |

What condition is it in? Any scratches or problems? Ol0

@é All in great condition without any scratches or problems. |

I think 275 is a little high for a old TV. How about 150? o0

111
—

@é 150 is too low. How about 245 with free delivery? |

The technology in 10 years ago was o:jo
@é Deal | kind of out-dated. Is it ok for 2207 | .0

Non-collaborative Dialogues

Q@. I'm in depression cuz | lost my job.

| am so sorry to hear that. Did you (o0
work there for a long time?

5 years. I'm so frustrated now.

Q
bz
)\
/

a lot of depression for you.
@é‘ | just feel disappointed on me.

You are a great person! It's their loss. | would €0
recommend looking for some recruitment sites
that help assist finding a new and better job.

1
1
| |
1
1
1
| ]
1
|
]
|
|
|
|
. 1
| }
| can understand. It can cause [©© '
|
1
1
| ]
|
1
1
|
|
1
]
| ]
1
1
n
1
1

Emotional Support Dialogues

g, My friend asked me to cheat
S~ together in the exam for a high Safety
score.

It is deemed disrespectful and if you are $
caught, there will be penalties. Instead, you = [+

1

1

1

1

1

1

1

1

- (RoT) You shouldn’t cheat or let others cheat.
'

1

1

1

' should study harder to get a high score.
'

1

Prosocial Dialogues
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Outline

LU

Conversational System Preliminaries
Proactive Conversational Systems

Non-collaborative Conversational Systems

Multi-goal Conversational Systems
Open Challenges for Proactive Conversational Al and Beyond

Summary and Outlook
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Outline

A Conversational System Preliminaries
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Conversational System Preliminaries

Typical applications for conversational systems:

A Open-domain Dialogue Systems
A Task-oriented Dialogue Systems

A Conversational Information-seeking Systems
A Conversational Question Answering Systems
A Conversational Recommender Systems

A Conversational Search Systems



Open-domain Dialogue Systems

"An open-domain dialogue system aims to establish long-term connections with users by satisfying the
human need for various social supports, such as communication, affection, and belongings.”
- Huang et al. (2020)

In general, the system is designed to echo the user-oriented topics, emotions, or views.

Agent Message Persona 1 | Persona 2

I’d love that job. Visiting Jupiter would be cool I'like to ski . ) Iam an artist
Turker 2 too, but that is impossible due to the intense My wife does not h}‘e THE anyIors: I have four children

i I have went to Mexico 4 times this year | Irecently got a cat
radiation. SR X . -
I hate Mexican food I enjoy walking for exercise
i 3 I like to eat cheetos I love watching Game of Thrones

Yeah. The earth will be helium free by the end
Turker 1  of the 21st century. I wonder if we could make [PERSON 1:] Hi

more of it in a lab? Is it even needed? [PERSON 2:] Hello ! How are you today ?

N [PERSON 1:] I am good thank you , how are you.
Topical-Chat [PERSON 2:] Great, thanks ! My children and I were just about to watch Game of Thrones.
[PERSON 1:] Nice ! How old are your children?
[PERSON 2:] I have four that range in age from 10 to 21. You?

@ <| finally got promoted today at work. ] [PERSON lf] I do not have children at the moment. ‘
[PERSON 2:] That just means you get to keep all the popcorn for yourself.
Speaker \)6 \ . [PERSON 1:] And Cheetos at the moment!
Q\O 4[ EmpatheticDialogue ] [PERSON 2:] Good choice. Do you watch Game of Thrones?
Q}% { Why-would-anyene [PERSON 1:] No, I do not have much time for TV.
@ prorete-you2 | - [PERSON 2:] I usually spend my time painting: but, I love the show.
[ Congrats! That’s great! Lﬁ,

Huang et al., 2020. “Challenges in building intelligent open-domain dialog systems” (TOIS ‘20)
Zhang et al., 2018. “Personalizing Dialogue Agents: | have a dog, do you have pets too?” (ACL 18)
Gopalakrishnan et al., 2019. “Topical-Chat: Towards Knowledge-Grounded Open-Domain Conversations” (Interspeech ‘19)

18 Rashkin et al., 2019. “Towards Empathetic Open-domain Conversation Models: a New Benchmark and Dataset” (ACL ‘19)
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PLMs for Open-domain Dialogue Systems

Due to the expensiveness of human-annotated dialogue corpus, researchers typically adopt
discussion threads from social media, e.g., Reddit or Twitter, for pretraining.

Interactive SSA (%)

100
Human (86%)
80 - Meena (79%)
Meena (base) (72%)
E R e
60 Cleverbot (56%) Mitsuku (56%)
DialoGPT (48%)
40 A
(
Xiaolce (31%)
20 A
0 -+ T T T T

Persona for Unguided Speaker:
My son plays on the local football team.
I design video games for a living.

Persona for Guided Speaker:
My eyes are green.
I wear glasses that are cateye.

Wizard of Wikipedia topic: Video game design

Previous utterances (shown to speakers):

U: What video games do you like to play?

G: all kinds, action, adventure, shooter, platformer, rpg, etc. but video game design requires both artistic and technical
competence AND writing skills. that is one part many people forget

10 12 14 16 18
Perplexity

Actual utterances:

U: Exactly! I think many people fail to notice how beautiful the art of video games can be. (PB)

(G selected the WoW suggestion: "Indeed, Some games games are purposely designed to be a work of a persons creative

expression, many though have been challenged as works of art by some critics.”)

G: Indeed, Some games games are purposely designed to be a work of a persons creative expression, many though have
been challenged as works of art by some critics. (K)

U: Video games are undervalued by many and too easily blamed for problems like obesity or violence in kids (K)

G: Indeed, Just last week my son was playing some Tine 2 and it was keeping him so calm.
Games are therapeutic to some. (S)

U: I use games to relax after a stressful day, the small escape is relaxing. (PB)

(G selected the ED suggestion: "I enjoy doing that after a hard day at work as well. I hope it relaxes you!”)

G: I enjoy a good gaming session after a hard day at work as well. (PB)

U: What other hobbies does your son have? (PB)

G: Well he likes to fly kites and collect bugs, typical hobbies for an 8 year old, lol. (PB)

U: My 12 year old is into sports. Football mostly. I however don;t enjoy watching him play. (PB)

G: I wish I could play football, But I wear this cateye glasses and they would break if I tried. (PB)

U: Sounds nice. Are they new or vintage? (E)

G: They are new, I got them because of my love for cats lol. I have to show off my beautiful green eyes somehow. (S)

Figure 1: Sample conversation from the BlendedSkillTalk dataset, annotated with four conversation mode types
(PB: personal background; K: knowledge; S: personal situation; E: empathy). The guided (G) and unguided (U)
workers are given personas and a topic. The conversation has been seeded with two utterances from a conversation
sampled from WoW. When the guided worker selected one of the suggestions, it is shown in shaded grey.

Adiwardana et al., 2020. “Towards a Human-like Open-Domain Chatbot” (CoRR ‘20)

Smith et al., 2020. “Can You Put it All Together: Evaluating Conversational Agents’ Ability to Blend Skills” (ACL ‘20)
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Task-oriented Dialogue Systems
Booking restaurants
Fr g

@.1 Shopping Booking£

setting Memo

Z sq L]
- 1

I want to find a Chinese restaurant.

Where do you want to eat?

Near the center of the town.

%
Playing Media *
%

Moderate is ok.

|

|

|

I

I

|

|

| : =

I What price range do you like?
I

I

|

: Hope you enjoy this restaurant:
|

I

|

w%% HaiDiL.ao Hotpot

“l wantto find a
. ” Natural Language Dialog State
ChigsgTesEuInt [ Understanding ] Tracking
Inform (cuisine=“Chinese”)
) Dialog
User Dialog State | pmanager —

Query
Request (location)

Natural Language
Generation

"Whm [

] -— [ Dialog Policy ]
want to eat? ”

Zhang et al., 2020. “Recent advances and challenges in task-oriented dialog system” (Science China ‘20)

What time do you want me to
remind you this afternoon?

Three O’clock

Okay, I will remind you at 15:00.

@ Today 15:00

Typical Pipeline
Framework




End-to-end TOD Systems - Sequicity

Us

Tell me the address and the
phone number please . </s>

D

I
1
1

1
1

The address is ADDRESS_SLOT and the phone number is

B 2 R 3
Turn Dialogue <Inf> Italian ; cheap </Inf> NAME_SLOT is a cheap restaurant
<Req></Req> serving western food
User;  Can I have some Italian food please?
Mach <Inf> Italian </Inf><Req> </Req>
ine, What price range are you looking for?
User, I want cheap ones.
Mach <Inf> Italian ; cheap </Inf>
ine, <Req></Req>
NAME_SLOT is a cheap restaurant
serving western food
User; Tell me the address and the
h b 1
Mach <Inf> Italian ; cheap </Inf> <Inf> Italian ; cheap </Inf><Req>address :
ine; <Reg>address ; phone</Req> phone</Req> PHONE_SLOT |

The address is ADDRESS_SLOT
and the phone number is

PHONE_SLOT By

Ry

N Knowledge [P
Base

Jointly solving Natural Language Understanding and Dialogue State Tracking by copying text span

from original utterances.

Lei et al., 2018. “Sequicity: Simplifying Task-oriented Dialogue Systems with Single Sequence-to-sequence Architectures” (ACL ‘18)



End-to-end TOD Systems - SimpleTOD

a) training

22

output state for each token predicts the next token

CO000UODC00e000eeeet C0oEEE
R M

SimpleTOD

éééééﬁﬁéééﬁééqﬁééﬁééééééé

ssssssssssssssssssssss e db search results actions delex. response

A causal language model trained on all sub-tasks
recast as a single sequence prediction problem:

A Belief state B, = SimpleTOD(C})

A Dialogue act
A; = SimpleTOD([Cy, By, Dy))

A Response

Sy = SimpleTOD([Cy, By, Dy, Ay))

b) inference

Smp eTOD
k tim
userinput systemresponse  userinput
Smp eTOD
dd generated tokens to the
input sequence for the next
f % % % f f % % f f % f step of generation
user syster ust S
Smp eTOD f
éﬁéééééééééi’ N Sooe
el TTT
eeeeeeeeeeeeeeeeeeeeeeeeeeeeeee db search results
v
query the database with th
database generated belief stat
{ ing until the
p is finished
SlmpIeTOD 4

eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee

Hosseini-Asl et al., 2020. ‘A Simple Language Model for Task-Oriented Dialogue” (NeurlPS ‘20)
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End-to-end TOD Systems - PPTOD

Limitations in cascaded end-to-end generation methods:

W

W

W

Error Propagation: As the model solves all sub-tasks in a sequential order, the errors
accumulated from previous steps are propagated to latter steps.

Data Availability: The training data must be annotated for all sub-tasks. Such annotation
requirement significantly increases the data curation overhead.

Inference Latency: The results of different sub-tasks must be generated in a cascaded order
which inevitably increases the system inference latency.

“translate dialogue to belief state: [user] Can I reserve

a five star place for Thursday night at 3:30 for 2 people?
[system] I'm happy to assist you! What city are you dining
in? [user] Seattle please.”

“[restaurant] {rating = five star; date =
Thursday night; start time = 3:30;
number of people = 2; city = Seattle}”

“translate dialogue to user intent: [user| Tell me the
weather forecast for Lecanto, Georgia.”

(_J

“[get_weather]”

;

PPTOD

“translate dialogue to dialogue act: [user] I need to find “[media] {[offer] = movie name}”
a movie to watch. [system] What genre do you want?

[user] I would like to see a detective movie.”

“I found Body Double and Cltizen Kane.”

“translate dialogue to system response: [user] I need to
find a movie to watch. [system] What genre do you want?
[user] I would like to see a detective movie.”

—N
¢

Su et al., 2022. “Multi-Task Pre-Training for Plug-and-Play Task-Oriented Dialogue System” (ACL ‘22)
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Conversational Information-Seeking Systems

‘A Conversational Information Seeking (CIS) system is a system that satisfies the information needs of

one or more users by engaging in information seeking conversations.”
- Zamani et al. (2022)

Conversational information seeking is often partitioned into three applications:
A Conversational question answering
A Conversational search

A Conversational recommendation

Zamani et al., 2022. “Conversational Information Seeking: An Introduction to Conversational Search, Recommendation, and Question Answering” (CoRR ‘22)
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Conversational Question Answering & Conversational Search

The Virginia governor’s race, billed as the marquee battle of
an otherwise anticlimactic 2013 election cycle, is shaping up
to be a foregone conclusion. Democrat Terry McAuliffe, the
longtime political fixer and moneyman, hasn’t trailed in a
poll since May. Barring a political miracle, Republican Ken
Cuccinelli will be delivering a concession speech on Tuesday
evening in Richmond. In recent ...

Q1: What are the candidates running for?
A;: Governor
R1: The Virginia governor’s race

Q2: Where?
A,: Virginia
Ro: The Virginia governor’s race

Q3: Who is the democratic candidate?

A\ ;: Terry McAuliffe
R3: Democrat Terry McAuliffe

Q4: Who is his opponent?
A,: Ken Cuccinelli
R4 Republican Ken Cuccinelli

Qs5: What party does he belong to?
As: Republican
Rs: Republican Ken Cuccinelli

Qs: Which of them is winning?

Ag: Terry McAuliffe

Rg: Democrat Terry McAuliffe, the longtime political fixer
and moneyman, hasn’t trailed in a poll since May

Title: Uranus and Neptune
Description: Information about Uranus and Neptune.

Turn Conversation Utterances

Describe Uranus.

What makes it so unusual?

Tell me about its orbit.

Why is it tilted?

How is its rotation different from other planets?
What is peculiar about its seasons?

Are there any other planets similar to it?
Describe the characteristics of Neptune.

Why is it important to our solar system?

How are these two planets similar to each other?
Can life exist on either of them?

O 00 NN N U b W

[ G
| =)

Reddy et al., 2019. “CoQA: A Conversational Question Answering Challenge” (TACL ‘19)
Dalton et al., 2020. “CAsT-19: A Dataset for Conversational Information Seeking” (SIGIR ‘20)



Question/Query Rewriting

S Question: Tell me about the benefits of Yoga?
eI E Nl E Wi BT Answer: Increased flexibility, muscle strength...
URL: https://osteopathic.org/what-is-osteopathic-medicine/benefits-of-yoga
Q1: | What happened in 19837 What\;‘izspiﬂﬁqegsg% Anna Question: Does it help in reducing stress?
: Rewrite: Does help in reducing stress?
Answer: Yoga may help reduce stress, lower blood pressure,
A1: In May 1983, she marries Nikos Karvelas, a composer and lower your heart rate.

URL: https://www.mayoclinic.org/healthy-lifestyle/stress-management/in-depth/yoga/art-20044733
Did Anna Vissi and

Did they have an : ; :
Q2: e Nikos Karvelas have any Question: What are some of the main types?
children together? Rewrite: What are some of the main types of Yoga?
. . Answer: Hatha, Kundalini, Ashtanga, ...
A2:In November’ she gave birth to her dathter Sofia URL: https://www.mindbodygreen.com/articles/the-11-major-types-of-yoga-explained-simply
. Did Anna Vissi have any P ; o n
Qa: | Did she have any other other children than hes Question: What are common poses in Kundalini Yoga“

children? Rewrite: What are common poses in Kundalini Yoga?

daughter Sofia? :
Answer: Lotus Pose, Celibate Pose, Perfect Pose, ...
A3: | don’t know URL: https://www.kundaliniyoga.org/Asanas
CANARD (Elgohary et al., 2019) OReCC (Anantha et al., 2021)

Elgohary et al., 2019. “Can You Unpack That? Learning to Rewrite Questions-in-Context” (EMNLP ‘19)
26 Anantha et al., 2021. “Open-Domain Question Answering Goes Conversational via Question Rewriting” (NAACL-HLT ‘21)
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Question/Query Rewriting

QALoss |
v

Question
Answering
)

£

Evidence
Document

t
QA Loss |
|

Question
Answering

Evidence
Document

i)
1

Self-contained

Current
Question

Conversation
History

(a) End-to-end approach

Kim et al., 2021. “Learn to Resolve Conversational Dependency: A Consistency Training Framework for Conversational Question Answering” (ACL ‘21)

Question

Question
Rewriting

Er

Current Conversation L
Question History

(b) Pipeline approach

End-to-end approach

QA models are asked to answer the
original questions based on the
conversation history

Pipeline approach

The self-contained questions are
generated by a QR model, and then
QA models answer them.



Conversational Recommender Systems

CRS aims to understand a user’s preferences and intentions from their utterances and generate
fluent responses so as to deliver natural and effective recommendations.

HUMAN:

hello, can i help you find a movie ?
hi what kind of movies do you like
hi, how can i help you ?

/"SEEKER:

SEEKER:

hello ! i would like to find a suspenseful, but clean family)
friendly movie .

2001 : a space odyssey might be a great option. anything
else that you would suggest ?

HRED:

.
/"HUMAN:

you can try planet of the apes the older one is qu&\
suspenseful and family friendly .

i haven’t seen that one yet but i heard it was good. i

haven’t seen that one. have you seen the last house on

the left ?

star wars : the force awakens is also a good one return
of the jedi all good movies J

- SEEKER:

those sound good ! i *'m going to look into those movies.
i hope you enjoy, have a nice one

have you seen foxcatcher ? it ’s about a man who has a
rich guy.

i hope i was able to help you find a good movie to watch
thank you for your help ! have a great night ! good bye

28

Seeker: explain what kind of movie
he/she likes, and asks for movie
suggestions

:understand the

seeker’s movie tastes, and
recommends movies

Li et al., 2018. “Towards Deep Conversational Recommendations” (NeurIPS ‘18)



KBRD - Knowledge-Based Recommender Dialog System

Basic dialogue systems has two shortages for conversational recommendation:

A The dialog system takes the plain text of the dialog history as input
A The recommender only considers mentioned items in the dialog

(a) Baseline (b) Ours
mentioned items ) ) mentioned items 7:, Rriowiedgs Graph
Dialog History —————— Dialog History +=“ =
+ A/ *
w = (w1, Wby s ,wn) ‘ informative|entities
Entity Linking ma———— —— ===
e e Recommender v b F(t)
eq2seq Module =
System Seq2seq Module == - - Propagation & Attention
Dialog | System Dialog |System Recommender System
Rﬁalog Switching Prec P, dialog Switching Prec
»| network | »| network |
Response Response

29 Chen et al., 2019. “Towards Knowledge-Based Recommender Dialog System” (EMNLP ‘19)



RecInDial - Unified Framework with PLMs

Typical CRSs are generally composed of two
modules:

@ arecommender module to predict precise
items

A adialogue module to generate free-form
natural responses containing the
recommended items

Limitations:

A Cannot always incorporate the recommended
items into the generated responses precisely
and appropriately.

A Be overfitting to small recommendation
dialogue datasets and have undesirable
quality on the generated replies in practice.

— Unified Framework with PLMs

30 Wang et al., 2022. “RecInDial: A Unified Framework for Conversational Recommendation with Pretrained Language Models” (AACL-1/JCNLP ‘22)
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A Proactive Conversational Systems
A Topic Shifting and Planning in Open-domain Dialogues
4 Additional Information Delivery in Task-oriented Dialogues
A Uncertainty Elimination in Information-seeking Dialogues
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Proactive Conversational Systems

Definition of Proactivity

Derived from the definition of proactivity in organizational behaviors (Grant et al., 2008) as well
as its dictionary definition, conversational agents’ proactivity can be defined as

“the capability to create or control the conversation by taking the initiative and anticipating the
impacts on themselves or human users.”

Practical problems and application scenarios:

A Topic Shifting and Planning in Open-domain Dialogues
A Additional Information Delivery in Task-oriented Dialogues
A Uncertainty Elimination in Information-seeking Dialogues

Grant et al., 2008. “The dynamics of proactivity at work” (Research in organizational behavior ‘08)



Topic Shifting in Open-domain Dialogues

[ Hi, how are you? ] 8
T

& | am doing great. Spook is fine too.

[ Sorry, who is Spook again? | forgot. ]

My cat. He is my favorite.

[ Glad he is well. ]

Yeah. What have you been

A up to recently? p
oo | finally had some spare time,
H so | tended my rose garden.

Topic shifting means the ability to
proactively and smoothly transition to
new topics.

Typically, users will lead the topic
shifting, while the system just follows
the user-oriented topics.

Topic shifting behaviors are commonly
observed in human conversations.

Changing the topic helps keep the
conversation going on.

33 Xie et al., 2021. “TIAGE: A Benchmark for Topic-Shift Aware Dialog Modeling” (EMNLP-Findings ‘21)



Target-guided Open-domain Dialogues

A Definition: A conversational
Target:

e-books system chats naturally with
Hi there, how are you doing? :@: human and proactively guides
R _ the conversation to a
Not so good. I am really tired. .
St designated target (e.g., e-books
Oh, I'm sor7y to hear. why? 'g' in the exam ple)
R I have too much work to do.
work . . . ..
Whiatkind of workis it? g A Applications: accomplishing
nursing goals in therapeutic
R I am writing a computer progran. conversation, inspiring ideas in
Interesting. I read about coding from a .Q. Boak educati on, ma.kl ng
book. recommendation and
R Really? You are smart. persua5|0n, etc.
e-books

I prefer e-books over paperback books.

i

34 Tang et al., 2019. “Target-Guided Open-Domain Conversation” (ACL °19)



Target-guided Open-domain Dialogues

Goal

START

—_—s l McDull: Rise of the Rice Cooker |—')

Knowledge

Lack of explosive

Conversation

Bot: FRIAREBBIG ?
(Do you usually spend your weekend watching movies?)
User: B , RABHFENILUESE—T | BXESR.
(Of course, could you recommend good films for me? | will watch it on
this weekend.)
Bot: ZH REFIOXEPBE, | ANELECIR | BE—E.
(You can watch Rise of the Rice Cooker, which is rated 6.9.)
User: I8 , —EZEEAE. (Sounds great, thanks.)
Bot: XEPBEAHE | FHEXH). (FAERER REFEOERRHED
(It is very nice and funny. Do you know who is the hero of this movie?)
User: 7~5E , # ? (1 don’t know. Who is that?)

Bot: B8 , MR EHLR E/MER NZATRE, (1t's BoPeng. Do you know
him? People said that he was a kind of lacking explosive Performance.)

User: BBERERTBIET#E—T. (I will know more about him later. )

35

More generally, the target can be a topical keyword, a knowledge entity, an
emotion, a viewpoint, a conversational goal, etc.

Wu et al., 2019. “Proactive Human-Machine Conversation with Explicit Conversation Goal.” (ACL ‘19)




Topic Planning - Lead the Conversation Towards the Target

Target: dance Turn-level Keyword Discourse-level
Transition Target-Guided Strategy
01
Conversation _ study sport
History 0.36
\ cat
I o |k - 045/ basketball :
play basketball, do you play? asketbal ' D
9 047 ;
Wilq - ST o '
R Yes, 1 also like basketball. Keywords : ; Candidate , ‘| 8 o video  } D
Selection = : : KeywordSet,/ 055 :
Do you ik i : . x ' 7 4 oy
o you like rap music? [ listen "l 3 R e 2 g i 1 0.6
3 *_ LSpons: - £ muslcd l
to a lot of rap music. Reiival X music 0.65
dance
Keyword Augmented 1.0

Response Retrieval

Tang et al., 2019. “Target-Guided Open-Domain Conversation” (ACL ‘19)

External knowledge graphs are
adopted for improving the
quality of topic transitions with
graph reasoning techniques

36

Discourse-level Topic Planning based on Keyword
> T Tran5|t|on Probabilities.

loose topic-connectivity between keywords
limited knowledge provided in the dialogues

A ( Well, not really into it due to its calodos) N
-

Dialogue Hmor; e T — T )
] | |
CSushi is a famous Japanese d-sﬂ @ 1 IITII
e[Japanese Dish Sushi] ALBERT ) .‘

Why? Rice is the main ingredient of
Sushi, which is low in carbohydrate. @

o[Sushi Rice]
*[Rice Carbohydrate]

A 2
X!

° A
l._’\ @Y'

/| WP (base)

Ly S
KG iVegan '\.1

o
entity ;

A target-oriented dialog sample with two global reasoning paths

Hey ! I have a house warming party for my
new apartment with my hudgyxmomw

Cool . How about the- for d" It’s best no one 1
brings chlckeﬁ That mff ‘makes me harf ! |

‘a,‘

lol ... 'll be cating :iul iy Bog
charlie .
ConceptNet
R i h 1 food hick imal !
easonin; atl : party — food — chicken — animal —
s =% % Global Target
Reasoning path 2: party — food — pizza

|
party-friend-animal-dog is not selected because the second utterance has no word in this path |
|

Target-oriented dialog corpus ling with C KG
(red nodes in ConceptNet denote matched reasoning paths)

Targe!
(re

Ni et al., 2022.“HiTKG: Towards Goal-Oriented Conversations via Multi-Hierarchy Learning” (AAAI 22)
Yang et al., 2022. “TopKG: Target-oriented Dialog via Global Planning on Knowledge Graph” (COLING 22)



Corpus-based Learning vs. Interactive Learning

Corpus-based
learning

37

» |s it wrong if the agent chose a node

other than the corpus?

.

» insufficient to meet the ultimate end

that the agent is capable to chat with

the user dynamically.

Lei et al., 2022. “Interacting with Non-Cooperative User: A New Paradigm for Proactive Dialogue Policy” (SIGIR ‘22)

Conversation

Bot: FRIAKRERBIIG ?
(Do you usually spend your weekend watching movies?)
User: BY , REBHFANRILUEEF—T , BXES.
(Of course, could you recommend good films for me? I will watch it on
this weekend.)
Bot: L IREFEXABY, , ANFNEIR | BIS—E.
(You can watch Rise of the Rice Cooker, which is rated 69.)
User: 3780, —EXEE. (Sounds .real thanks.)
Bot: XEPEBE/AAH | EEXR. RAERER REFENTERHD?
(It is very nice and funny. Do you know who is the hero of this movie?)
User: 708 , 3# ? (1 don’t know. Who is that?)
Bot: E4# , MA(ELREEMERNARE, (t's Bo Peng. Do you know
him? People said that he was a kind of lacking explosive Performance.)
User: BBERBRHIEZETHE—T. (1will know more about him later. )




Corpus-based Learning vs. Interactive Learning

Corpus-based
learning

38

.
>

proactive dialogue policy in the

. T—
Iﬂ Lei et al. (2022) try to scrutinize v loe) 7~ v [®s]
——

interactive setting. ~°

Lei et al., 2022. “Interacting with Non-Cooperative User: A New Paradigm for Proactive Dialogue Policy” (SIGIR ‘22)



Interactive Setting

Users may behave non-cooperatively
when they are not satisfied.

Non-cooperative user behavior can
make the conversation out of the
agent’s control.

Turn

XA FIT . g,

Andy Lau is very good actor.

2 W,

Indeed he i1s.
fth 5 — s REFWEAEW L

He has a movie called “A Moment of Romance” is very ‘&

good.

8 WEILH T AN, RV ERKES.
[ recently watched a good movie, “Eighteen Springs”
starring L.eon Lai.

—

lst

- an

39 Lei et al., 2022. “Interacting with Non-Cooperative User: A New Paradigm for Proactive Dialogue Policy” (SIGIR ‘22)



I Interactive Setting

Proactive agents aim to achieve the trade-off between “Goal Completion"” and “User Satisfaction”

Turn

SRR ERFOFL. g |

Andy Lau is very good actor.

Cooperative

fth A7 — S R E A WA 0

He has a movie called “A Moment of Romance” is very L

good.

& REGLHE T RN, RV RIS,
I recently watched a good movie, “Eighteen Springs”
starring Leon Lai.

® S,
2 Indeed he is.

Closer —» | S A B R SR |

1 Jacklyn Wu's performance in it was great. |

N

——— e e e - - ==

Prefer — i Lai's other movie “Almost A Love Story”

___________________________

"1St

L an

37‘(1

Proactive Dialogue

System

Non-Cooperative

VS, User

Goal Completion

User Satisfaction

Not always
converge !

Lei et al., 2022. “Interacting with Non-Cooperative User: A New Paradigm for Proactive Dialogue Policy” (SIGIR ‘22)



Interactive Sett

Proactive agents aim to

Goal Weight

S %
Goal
Completion

Score(er;) = gw; X Rankd(edzg)

41

-

i €k J
/ Si Sj Si : Sj
(a) Accurate estimation (b) Fuzzy estimation

ing
achieve the trade-off between “Goal Completion" and “User Satisfaction”

» Distance Estimation

5 : r
-y - r dpax

€

User
Satisfaction

» Preference Estimation

EEEEN , N _
il m
foeet P,
X =
Eeq 1[‘ Pr—l E\E;-y @
4
+ (1 - gW[) X Rank(ept l) User vector estimation (Eq. 2)

i estimated distance between et,i |

and the goal topic eg

; estimated user preference of et,i

Lei et al., 2022. “Interacting with Non-Cooperative User: A New Paradigm for Proactive Dialogue Policy” (SIGIR ‘22)
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A Proactive Conversational Systems

4 Additional Information Delivery in Task-oriented Dialogues



Additional Information Delivery in Task-oriented Dialogues

Non-proactive Proactive
Dialog Dialog
User: Are there any Eritrean restaurants in town? User: Are there any eritrean restaurants in town?
Sys: No, there are no Eritrean restaurants in town. Would you | Sys: No, there are no eritrean restaurants in town. Most of the
like a different restaurant? restaurants are Chinese, particularly in the East area of the
town
User: How about Chinese food? User: Chinese food in the East area is fine.
Sys: There is a wide variety of Chinese restaurants. Do you | Sys: Yu Garden is a Chinese restaurant in the east area, with
have an area preference or a price preference to narrow mid level price.
it down?
User: | would like the East part of town.
Sys: Yu Garden is a Chinese restaurant in the east area.

Proactivity in TOD systems: the system takes the initiative to provide a piece of non requested
information with the goal of better completing the user-requested task.

Proactive behaviours can make the TODs more user-engaged and efficient.

Balaraman et al., 2020. “Proactive systems and influenceable users: Simulating proactivity in task-oriented dialogues.” (SEMDIAL ‘20)



Chit-chat-enhanced TOD - Dataset

ACCENTOR (Adding Chit-Chat to ENhance Task-ORiented dialogues)

! (Pilot Labels)
PS e—
User
| TN I PESS PR B
System - !  —~ ] R 2
(- ) | apr2 ! (== || RoBERTa '
_User . L B 3 k —X
. ‘: ! - L ': Patern |' ™ { =
. : BlenderBot ! o| Matcher ! g
System |—: - ] |M: ‘/
Pre-trained
1 1
@ 1 Generative : [—] ' Filter : _
1 Models \ = \ 1 1
Original . iti
Task-griented (a) Candidate (& &df g/'et (b) Candidate (c) Human
Dial Generation (G55 ek Filtering Annotation
ialogues Candidates

Data Construction Overview:

1. Generate chit-chat candidates via PLMs
2. Rule-based candidate filtering
3. (Candidate selection via human annotation

I'm looking for a concert in Vancouver. |

SYSTEM
| found an event for the Beach Boys at PNE @
Amphitheatre. =
When does the event start, and what's
the event category?

(It's a Pop event starting at 6:30 pm. ) @

It’s a great way to kick off the summer!

(O Task-oriented
Chit-chat

That sounds great!

Goal: make the task-oriented dialogues
more engaging and interactive

44 Sun et al., 2021. “Adding Chit-chat to Enhance Task-oriented Dialogues” (NAACL-HLT ‘21)



Chit-chat-enhanced TOD - Code-switching Method

Arranger
Task-Oriented Te,Br  —————
A classifier to determine whether to add Response Candidate [He; CeTo] |
chit-chat (appropriate or not) and where to i —{ i [Hg; T,C] | RoBERTa H S
. S Task Bot : ; o
add chit-chat (beginning or end). W AR
i H Arranger
Dialogue Context !
! actions; system response
i Chit-Chat Bot I
Rewriter i la 0 L] —— J
A generator to paraphrase the pre-generated Chit-Chat Ce 5"['1};'7','-t EiB
: : - LIS Db et Rewrite
task-oriented and chit-chat responses. Response Candidate e

[J input ] Output [] Fixed [] Trainable

Sun et al., 2021. “Adding Chit-chat to Enhance Task-oriented Dialogues” (NAACL-HLT ‘21)



Chit-chat-enhanced TOD - End-to-end Method

UniDS (Unified Dialogue System)

[ Chit-chat

Bl Task-oriented Belief state generation

System act generation

Response generation

UniDS

UOLOLLLDDDDUUUUUUL

does ... buy happiness? [chit] money happiness [db_nore]

[chit] [chit_act] depends on ...on it .
| am ... cheap hotel. [hotel] price cheap [db_2] [hotel] ... area okey , do you ... stay in ?
L J L J L J L J L )
E 3 RS B3 g
Dialog history Belief state

DB result System act

Response

Extend end-to-end TOD systems, such as SimpleTOD, by introducing a new domain [chit]

Zhao et al., 2022.“UniDS: A Unified Dialogue System for Chit-Chat and Task-oriented Dialogues ” (DialDoc @ACL ‘22)



Chit-chat-enhanced TOD - End-to-end Method

UniDS (Unified Dialogue System)

Unified dialogue data schema Chit-chat example Task-oriented example
User input  Tokenized utterance does money buy happiness ? 1 am looking for a cheap hotel .
Belief state  <domain> slot [value] <chit> money happiness <hotel> price cheap
DBsesilt A token.lndlcategl .the number St i <db_2>

of candidate entities
Act <domain> <act> [slot] <chit> <chit_act> <hotel> <request> area
Response Tokenized utterance depends on hqw much money  do you have a specific area you

you spend on it . want to stay in ?

47

1. Belief state: nouns in the user utterance are extracted as the slot or value of belief state.

2. DB result: a special token to represent the number of matched entities under the constraints
of the belief state in the current turn.

3. Act: for the domain[chit], token “<chit_act>” denotes the dialogue system will chat
with the user

Zhao et al., 2022.“UniDS: A Unified Dialogue System for Chit-Chat and Task-oriented Dialogues ” (DialDoc @ACL ‘22)



Topical Chit-chats vs. Knowledgeable Chit-chats

o . KETOD
Express general opinions about - “I love penguins.’ .
Opinions generic, impersonal, or - “There’s a lot of fun stuff to (L1 would like to find an event around SD. ] ‘
. YRS . » ser
non-sensitive topics. do. @ ( What type of event do you prefer? ) E
Express preferences when - “Their latest album wasn’t Syl (T would like to see a Musical show ) ‘
Preferences  making impersonal, or as good.” :
s 3 s " : 5 user
non-sensitive recommendations. - “Their food is good. @ Alelandro Sanz is af Gal Goast Gredit Linion
Use epistemic verbs to express system | Amphitheater on March 7th at 7:30 pm. He
; : Tt - “I hear it’s beautiful.” is known for flamenco-influenced ballads,
Physical uncertainty or opinions, or refer &% . 5 : : -
Actions ihronsh hearsavioactions thatst They say it tastes like but experiments with other genres too, it's
& g y chicken.” sure to be a good show!
may not perform.
2 p - “That sounds like a great i)
Refer to others’ experiences or tripl” T—
5 5 i g .’ nowiedge rrom VvVikipedia
Expenences persomfy experlence§ 1145 - “I enjoved readine that Alejandro Sanchez Pizarro, better known as Alejandro Sanz
£ joy 8
capable of (e.g., reading). T born December 18, 1968), is a Spanish musician, singer and
’ composer. ... The singer is notable for his
flamenco-influenced ballads, and has also experimented with
several other genres including pop, rock, funk, R&B and jazz.
These chit-chats are mostly
general responses with
,, limited useful information
~ for the task completion
(5 o)

Sun et al., 2021. Adding Chit-chat to Enhance Task-oriented Dialogues” (NAACL-HLT ‘21)
Chen et al., 2022. “KETOD: Knowledge-enriched Task-oriented Dialogue” (NAACL-Findings ‘22)



Knowledge-enhanced TOD - Dataset

KETOD (Knowledge-Enhanced Task-ORiented Dialogues)

Task-oriented dialogue Dialogue states/actions Knowledge source Knowledge-enriched
/ \ / \ I Task-oriented dialogue
R |
Dsde: Conyou ﬁnd'me i : Soqg g E User: Can you find me some songs? Any
songs? Any album is fine \ A Little Bit Stronger , A Little Bit Stronger: "A Little Bit atbim ls s '
R - ; si Stronger” ...isamidtempocountry | | | . | oo
ystem: A: How does A Little Bit inger: ballad, backed by mandolin, steel ’s : ; i 8
; , , ystem: How does A Little Bit Stronger
s B Evanos e I:> AR I:> GUIRER Preiics, S BOTGHESOn . g E> | sound? A mid-tempo country ballad, with |
alhum Sronger Sound? Al song's female narrator describes ! the female narrator telling the pain of her |
St e going through her daily routine and — ! former love. It's by Sara Evans in the :
ronger being constantly reminded of her — ' album Stronger. !
X Z N o | behety NI e :

Data Construction Overview:

1. Extract all the entities from the dialogue states and actions
2. Retrieve the knowledge associated with each entity from external sources (Wikipedia)
5. Enrich the responses with chit-chat grounded on the retrieved knowledge via annotators

Chen et al., 2022.“KETOD: Knowledge-enriched Task-oriented Dialogue” (NAACL-Findings ‘22)



Knowledge-enhanced TOD - Method

SimpleToDPlus formulate the training PpiEioD
. . o o 7o) o o o

sequence as. [C, B, D, A, K, <chitchat>, T'] | context || belief || dbresult || action || knowledge snippets || response

<chitchat> is a tag to decide whetherto |\ iy ¥ 3

enrich the response with knowledge | Knowledge [ Knowleage |

grounded chit-chat or not. : e il !

\ Inference /
Task-oriented dialogue model Response generation model
SimpleToD GPT-2
< < i < < Eis < H H H

context ” belief ” db result “ action | | context || action || knowledge snippets Comblner Uses a plpellne Ofa TOD
T S TE N model and a knowledge-enhanced
i il : response generation model.
! Knowledge .| Knowledge .
] retrieval selection |
\_Inference ,}

50 Chen et al., 2022.“KETOD: Knowledge-enriched Task-oriented Dialogue” (NAACL-Findings ‘22)
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A Uncertainty Elimination in Information-seeking Dialogues



Uncertainty Elimination in Information-seeking Dialogues

@ Can you find me a mobile phone on Amazon?
Sure, what operating system do you prefer? é}

o [ dinosaur Q] H [ dinosaur O\] @ I want an Android one. ol

L/ OK, and any preference on screen size?

@ Better larger than 5 inches.

Information Need (Facet) Information Need (Facet) 90 36 Tiave acuiramenirs o WA SHERENIT £
I'm looking for the Discovery Channel's I'm looking for a list of all (or many of) the @ S ey o o
dinosaur site, which has pictures of different kinds of dinosaurs, with Sayres. . é}
dinosaurs and games. pictures. @ R And any preference on phone color?
. ' 0 articularty.

[Eﬁj eg% xg_;x looking for dinosaur [Eﬁj Are xg;: looking for dinosaur Sure, then what about the following choices? &3)
——

L= boo - S =
A No, just the discovery channel H Yes, if they contain pictures of all ! 1
. A, website. . thedifferent kinds of dinosaurs.

@ I don’t like them very much...

o> 8%
17 Are you looking for meat-eating M=) Which dinosaurs are you OK. do vou have any preference on the brand?
@ or pYant—eating dinosaurs? [Eﬂj interested in? @ Hetter Be g_”’nsu:s % HU'iWL’)i( B wnd? €3
“\ I'm not sure. r~ I'm interested in any and all Any requirement on price? é)
L No answer ‘ dinosaurs. @ Should be within 700 dollars.

OK, then what about these ones? @

2o 2o
17 Would you like to see pictures 17 Do you want a list of dinosaurs g
@ or videgs of dinosaurs% @ nan!es? | 4 E I
P®™§ VYes, | would also like the list to 3 4

Y I'dlike to see pictures of dinosaurs - . J :
on the discovery channels website. \ include pictures of the dinosaurs.

@ Great, I want the first one, can you order it for me?
Sure, I have placed the order for you, enjoy! @

-

Proactivity in CIS systems: clarification and preference elicitation are the two areas in proactive
CIS that have attracted considerable attentions in recent years.

Proactive behaviours can empower the CIS system to handle complex information needs.

Zhang et al., 2018. “Towards Conversational Search and Recommendation: System Ask, User Respond” (CIKM ‘18)
52 Aliannejadi et al., 2019. ‘Asking Clarifying Questions in Open-Domain Information-Seeking Conversations” (SIGIR ‘19)
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Clarification in Conversational Search

Zamani et al. (2020) identify the clarification needs for search queries into four categories:
1. Disambiguation: Some queries are ambiguous and could refer to different concepts or
entities.
o The query ‘ACL”" can refer to either "Association for Computational Linguistics” or
"AFC Champions League”.
2. Preference: Some queries are not ambiguous, but a clarifying question can help identify a
more precise information need.
o The query “sneakers” might be followed by “for women” or by “for kids".
3. Topic: If the topic of the user’s query is too broad, the system can ask for more
information about the exact need of the user.
o The query "dinosaur” is too board in topics.
4. Comparison: Comparing a topic or entity with another one may help the user find the
information they need.
o The query ‘gaming console” might be followed by the comparison between "xbox"
and "play station”.

Zamani et al., 2020. “Generating Clarifying Questions for Information Retrieval” (WWW ‘20)



Clarification in Conversational Search- Method

RTC (Rule-based Template Completion)

1. Compute three variables:
1) QUERY: query string,
2) QUERY_ENTITY_TYPE: entity type of the query; null, if unknown,
3) ASPECT _ENTITY_TYPE: the entity type for the majority aspects of the query

2. Select a following question template via rule-based algorithms:
1) What do you want to know about QUERY?
2) What do you want to know about this QUERY _ENTITY_TYPE?
3) What ASPECT _ENTITY_TYPE are you looking for?
4) Whom are you looking for?
5) Who are you shopping for?

54 Zamani et al., 2020. “Generating Clarifying Questions for Information Retrieval” (WWW ‘20)



Clarification in Conversational Search- Method

OLM (Question Likelihood Maximization)

A a weakly supervised neural question generation model based on maximum likelihood training

A trained based on the clarifying questions generated by RTC as a weak supervision data

q#et(q) q#qifet(qy) qHqyttet(qy) .. qHqpttet(qy)

51 i

i3

in

clarifying question | Decoder
: encoder - - <end>
' outputs ! 5 i
{ N : ee
Decoder (Question Generator) :
LSTM - LSTM - LSTM L LSTM
J Fid : i : fooo (L ]
]
! f
! <start>
[ Query Aspects Encoder : __________________________________________
’
1
|
. : C S tstm Jo-{ stm Jo-{ istm ] oo 1sm |
{ Query ] [SmgleAspect] [SmgleAspectJ Single Aspect :
Encoder Encoder Encoder Encoder '
i [ LSTM ]--[ LSTM ]--[ LSTM ]-» LSTM
! t i 1
I r I
1
1
I

Question Generation Component
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Sequence Encoder

Zamani et al., 2020. “Generating Clarifying Questions for Information Retrieval” (WWW ‘20)



Clarification in Conversational Search- Method

OCM (Query Clarification Maximization)

A QLM tends to generate common

I I
. . .. I
questions in the training set : p— S !
o _ : Candidate Answers ! b
A QCM generates clarifying questions by - Generation -
. . . . . oy . 1 ! = ]
maximizing a clarification utility function - t e 20 !
| 1 = ,
: [ -
d QCM generates a candidate answer set ! \ S
. . . . - i i »! I
that maximizes the clarification Question Generation ™1 21 &
IF 3 C 2=
probability ‘ 5 3 :
19
Query that’s how i got to memphis Query Aspect : S
Question what song information are you looking for? Generation : ’:
Options  lyrics, stream, download, artist ToDEaee
Query alan turing I
Question what do you want to know about this british math-
ematician? query

Options  movie, suicide note, quotes, biography

Zamani et al., 2020. “Generating Clarifying Questions for Information Retrieval” (WWW ‘20)
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Clarification in Conversational Search- Dataset

3.

Qulac (Questions for lack of clarity)

Y

Question
Selection
Model
Retrieval Model

—Question

Retrieval Model returns a ranked list of documents and the system measure its confidence

# topics 198

# faceted topics 141

# ambiguous topics 57

# facets 762
Average facet per topic 3.85 = 1.05
Median facet per topic 4

# informational facets 577

# navigational facets 185

# questions 2,639

# question-answer pairs 10,277
Average terms per question  9.49 + 2.53
Average terms per answer  8.21 + 4.42

Workflow for asking clarifying questions in conversational search:

1.
2.

Question Generation Model to generate a set of candidate clarifying questions

Question Selection Model to select one generated question to be presented to the user

Aliannejadi et al., 2019. ‘Asking Clarifying Questions in Open-Domain Information-Seeking Conversations” (SIGIR ‘19)



Clarification in Conversational Search- Dataset

ClariQ (Clarifying Question)

RQ1: When to ask clarifying questions
during dialogues?

- Clarification Need Prediction: Given a user
request, return a score [1 -4] indicating the
necessity of asking clarifying questions.

RQ2: How to generate the clarifying
questions?

- Clarification Question Generation: Given a
user request which needs clarification,

return the most suitable clarifying question.

; ‘ L)
‘How to write a thank you letter after an interview? |

[7 Are you interested in example of thank you letters for interview? ]
Yes |

[ Here are a few examples: ]

Tell me about source of the Nile \

7 [ Are you referring to the Nile river? J
No, the board game called the source of the Nile |

@ @ @ [conversation continued]

[ Are you interested in a specific type of product? ]

" Yes, surface treatment products that JAC chemical -
_company manufactures

[ Here is information about their products: ] P,

o (a)
/ No need for
clarification

(b)
Clarification
question is
\_needed to
(" eliminate
wrong
answers

(c)
Clarification
. question is
,~needed to
return a right
answer

Aliannejadi et al., 2021. “Building and Evaluating Open-Domain Dialogue Corpora with Clarifying Questions” (EMNLP 21)



Clarification in Conversational QA- Dataset

Abg-CoQA (Ambiguity in Conversational Question Answering)

Data Collection (built upon CoQA):

Story: Angie went to the library with { Q:2: What did she draw? J

. . . her mother. First she had to turn in
1. Consider a partial conversation (several | thebooks she was retuming at the Acz: Her mother.
return desk. They said hello to the
H H there. He took their books.
previous conversational turns) rather Then they went nto the adult | What did her mother r?
. reading room. Angie sat in a brown
than the full conversation. chair at the table. She made a
X drawing of her mother. Her mother Kbk Ai-1: The book.
- found al d book. Then th
2. Pre-select probably ambiguous Sl e \} e T— |
questions by using QA models which st sl S e
. found the book. It book. i
are trained on CoQA dataset. Finally it s ime fo go o the CQ: Do you mean th st book? |
'T . ch‘ildren's room. It was Story Hour. ;
3. Ask annotators to identify whether a | B | ReNo, the second

. . . ol friendship... i
question is ambiguous or not. If it is K J 3

ambiguous, then provide a clarification
question and all possible replies to it.

Reddy et al., 2019. “CoQA: A Conversational Question Answering Challenge” (TACL ‘19)
Guo et al., 2021. ‘Abg-CoQA: Clarifying Ambiguity in Conversational Question Answering” (AKBC ‘21)



60

Clarification in Conversational QA- Dataset

Abg-CoQA (Ambiguity in Conversational Question Answering)

Task Definition:

1.

Ambiguity Detection: Given a passage and a conversation, detect whether the current
question is ambiguous.

Clarification Question Generation: Given a passage and a conversation where the
current question is ambiguous, generate a clarification question for disambiguation.
Clarification-based Question Answering: Given a passage and a conversation where the

last question is ambiguous with a clarification question and a possible reply as the
current question, provide a correct answer.

Guo et al., 2021. “Abg-CoQA: Clarifying Ambiguity in Conversational Question Answering” (AKBC ‘21)
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Clarification in Conversational QA- Dataset

PACIFIC (ProActive Conversatlonal question answering in FInanCe)

(T1: What were the write-offs in
December 2019?
A: Which portfolio segment are you
2 oo ffs i i asking about?
Q1: What were the respective write-offs | Q1: What were the respective write- giéx:?grgg%;he HEieon 08
of lease receivables and loan receivables offs of lease receivables and loan ddiz : ; I 5 2
in December 20197 receivablas i December 90199 M: Write-offs of lease receivables and \ T2: Write-offs of lease receivables and
R R e e e e b loan receivables, respectively. loan receivables, respectively.
A: [“16 million”, “47 million”] A: [“16 million”, “47 million”] A: [“16 million”, “47 million”] J MA5 [“16 million”, “47 million”]
5 )\ =
: : . : Q2: What is the average recorded T3: What is the average recorded
e e B investment for Americas in that time? | investment for Americas in that time?
for Americas in December 2019? | receivables for Americas in that time? S 2 Whathing of reco;ded BEsmeS
A (3.419+6.726)12 A: (3419+6.726)2 receivables and loan receivables. are you asking about?
i 2 cthet) ’ A: (3,419+6,726)/2
(T4: The recorded investment of ease

receivables and loan receivables.
Q3: What is the average recorded A: (3.419+6,726)/2
investment of lease and loan receivables Q3: How about that for EMEA? Q3: How about that for EMEA? -
for EMEA in December 2019? A: (1,186+3,901)/2 A: (1,186+3,901)/2
A: (1,186+3,901)/2 T5: How about that for EMEA?

’ - A: (1,186+3,901)/2

Organize Conversation Session Rewrite Conversational Questions Construct Ambiguous Questions Provide Clarification Questions

: Organize Rewrite Construct Provide
—— Conversation |—— Conversational ——  Ambiguous |—— | Clarification |——
. A - ; . PACIFIC
Sessions : Questions Questions Questions
Modify

Deng et al., 2022. “PACIFIC: Towards Proactive Conversational Question Answering over Tabular and Textual Data in Finance” (EMNLP ‘22)



Clarification in Conversational QA- Dataset

Proactive Conversational Question Answering

Task Definition:

1. Clarification Need Prediction: predict
the binary label to determine whether
to ask a question for clarifying the

.......................

i (Document D J:

Dialogue
History C,

Need
Prediction

Clarification

BE

uncertainty. Otherwise the query can be directly responded to.
2. Clarification Question Generation: generate a clarification question as the response if CNP

detects the need for clarification.

Clarification

Question
Generation

----------------

> Clari. Question r, .—*

Output
Conversational | _________ Luvansnsrnszbosdasasnsd
Question —>- “Answer o .—f
prseiing | T

3. Conversational Question Answering: directly produce the answer as the response, if it is not

required for clarification.

62

Deng et al., 2022. “PACIFIC: Towards Proactive Conversational Question Answering over Tabular and Textual Data in Finance” (EMNLP ‘22)
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Clarification in Conversational QA- Method

UniPCQA (Unified Proactive Conversational Question Answering)

UniPCOA unifies all sub-tasks in PCOA as [[ytmll] I[l]y CNP
.................... SR {Tresp | & Clari. Question 7} CQG
the Seq2Seq problem and performs T W

multi-task learning among them.

................................

T[MAW i coa
A Numerical Reasoning as Code Generation ~ Feeesfisiiesnde
A Hybrid Seq2Seq Generation Framework for Multi-task Learning

[d Alleviating Error Propagation via Consensus Voting

Deng et al., 2022. “PACIFIC: Towards Proactive Conversational Question Answering over Tabular and Textual Data in Finance” (EMNLP ‘22)
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Clarification in Conversational QA- Method

Alleviating Error Propagation via Consensus Voting

A As UniPCQA solves the end task using in-context multi-task learning in a sequential order,
the error in the previous task may be propagated to the latter one.
A If the model makes a wrong prediction in the CNP task, the model will generate an
inappropriate response at the end.
[d Consensus Voting first adopt top-k sampling to sample a set of candidate sequences
generated by the PLM, which contain a diverse set of multi-task results as well as different
reasoning paths, instead of using Greedy Decode.

A Then we select the final response by ensembling the derived responses from the whole set
based on plurality voting:

k
Tt = arg maXo,cO ijl I(c(0f) = a(0i))

Deng et al., 2022. “PACIFIC: Towards Proactive Conversational Question Answering over Tabular and Textual Data in Finance” (EMNLP ‘22)
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Clarification in Conversational QA- Method

Alleviating Error Propagation via Consensus Voting
Motivations of Consensus Voting

[d If the user query is ambiguous, it will be difficult for the sampled outputs to reach a
consensus, since the decoder will be confused about how to generate a correct
derivation. At this time, the plurality vote may tend to ask a clarification question.

Question 2 | What is the change in its amount as a percentage?

Answer | Which period are you asking about?

| # Resp. Sampled Outputs

Greedy | - 00 [clari.] False [resp.] (576523-576523)/576523
CVvl1 | 22 [clari.] True [resp.] ["Which period are you asking about?’]
CvV2 | 10 0.0 [clari.] False [resp.] (5§76523-576523)/576523
EV3 | 4 7.18 [clari.] False [resp.] (576523-537891)/537891
Cv4 | 2 -1.8 [clari.] False [resp.] (566523-576891)/576523

Deng et al., 2022. “PACIFIC: Towards Proactive Conversational Question Answering over Tabular and Textual Data in Finance” (EMNLP ‘22)
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Preference Elicitation in Conversational Recommendation

N\

@ Can you find me a mobile phone on Amazon?
Sure, what operating system do you prefer? é}
@ I want an Android one.
OK, and any preference on screen size? é}
@ Better larger than 5 inches.
Do you have requirements on storage capacity? @
@ I want it to be at least 64 Gigabytes. )
And any preference on phone color?

@ Not particularly.
Sure, then what about the following choices? é}

@ I don’t like them very much...

OK, do you have any preference on the brand? @
@ Better be Samsung or Huawei.
Any requirement on price? é}

@ Should be within 700 dollars.
OK, then what about these ones? ﬁb

gl R

@ Great, [ want the first one, can you order it for me?
L Sure, I have placed the order for you, enjoy! @

Zhang et al., 2018. “Towards Conversational Search and Recommendation: System Ask, User Respond” (CIKM ‘18)

System Ask - User Respond (SAUR)

A Research Question - Given the requests specified in
dialogues, the system needs to predict:

[d  What attributes to ask?

1  Which items to recommend?

Evaluation Criteria:
1. Question Prediction
2. Item Ranking

4




Multi-round Conversational Recommendation (MCR)

A The system asks questions about the user’s
— preferences or makes recommendations
Ser Response

2Respond | (-4 Relectitems |-, multiple times, with the goal of achieving
_i_— engaging and successful recommendations with
Reply Attribute

k6 fewer turns of conversations.

Accept Recom 0. Start
i 'P;Eser Initiate an Attribute System

Quit
System Action

Ask Attribute

]

1
]
= =| Recommend Items [~ '

The work flow of Multi-round A Which items to recommend?
Conversational Recommendation.

1. Decide A Three Research Questions:

End
A What attributes to ask?

(1  When to ask or recommend?

67 Lei et al., 2020. “Estimation-Action-Reflection: Towards Deep Interaction Between Conversational and Recommender Systems” (WSDM ‘20)



MCR - Evaluation

Table 1: Dataset statistics.

Dataset | #users | #items | #interactions | #attributes Item Name: “Small [ta/y Restaurant’
Yelp 27,675 | 70,311 | 1,368,606 590 ltem Attributes: [Pizza, Nightlife, Wine, Jazz]
LastFM | 1,801 | 7,432 | 76,693 33

Evaluation Metrics

Ao €

I'd like some Italian food.
Got you, do you like some pizza?

Yes! /

Got you, do you like some nightlife?

Yes!

Do you want “Small Paris”? ,
_ #sucessfuldialogues

Rejected! SR wdialogues - 100%
Got you, do you like some Rock Music?

No!
Do you want “Small Italy Restaurant”?

Accepted! AT = dialogue length.

68 Lei et al., 2020. “Estimation-Action-Reflection: Towards Deep Interaction Between Conversational and Recommender Systems” (WSDM ‘20)



Typical Policy Learning Frameworks

-a—

User

User Response:
Accept/Reject

—>B
-—

System

I

|

a——

User

|

User Response:
Accept/Reject

—’s
—

System

|

e

User

User Response:
Accept/Reject

T

System Action:
Recommend Item

Policy Learning:

Which to recommend

System Action: i
Ask Attribute/ L.
Recommend Item | |

i | Policy Learning:
'] When/What to ask

System Action:
Ask Attribute/

Conversation L

Component

—DB
-—

System

l

Policy Learning:
; When to ask/
recommend

Recommend Item

Recommendation e

i | Recommendation N

Interactive RecSys

RL-based Interactive RecSys is
only required to learn the
policy to decide which items to

recommend.

Component

Conversational RecSys

These CRSs learn the policy of when
and what attributes to ask, while the
recommendation decision is made by
an external recommendation model.

Component

Conversational RecSys

These CRSs only consider learning the
policy of when to ask or recommend,
while two isolated components are
responsible for the decision of what to
ask and which to recommend.

69 Deng et al., 2021. “Unified Conversational Recommendation Policy Learning via Graph-based Reinforcement Learning” (SIGIR ‘21)



Unified Conversational Recommendation Policy Learning

® B Problem Definition:
User Response:
ol Accept/Reject o . .
User System A The goal of the CRS is to learn a policy  to
[ l determine the action at each turn, either asking an
attribute or recommending items, which can
System Action: Uiifisd Conversitional maximize the expected cumulative rewards over the
Ask Attribute/ | «— Recommendation observed MCR episodes.
Recommend Item Policy Learning
;""','_'.'.‘.'IIIJ.'.‘I.'.'.'f.'.’.'.'.'.';.'.'.'.'.’.'.'_i:"E @User , --------------- R : ----------------------- ________________________________ ==
i+ Conversation History : @ ! i Action Selection Strategies | oo s : | Advantage |
. H PLi@ Mtem © ! Action Space | o L Newok
MethOd : O Attribute Weighted ! Preference-based i e Sp | 5% én‘> :‘ k*n
110¢ - OAcoepted | O eeion | tom Seletion GEl 58 4|2
@ Graph-based Reinforcement : - RE S A
Learning Framework 7 Dynamic Weighted , L o =2
Rc:sk::::ir;g Graph & g R 1
g Value Network |

Graph-based MDP ! : ‘
Environment i State Representation Learning

70 Deng et al., 2021. “Unified Conversational Recommendation Policy Learning via Graph-based Reinforcement Learning” (SIGIR ‘21)



More Works on User Preference Elicitation

]

I I Nolan’s movies

Comparison-based
Conversation

Whose films do you prefer,
Nolan or Michael Bay?

Comparison-based Conversation:

A The user is often more inclined to express
comparative preferences, since user preferences are
inherently relative.

I prefer
Nolan’s films!

| wanta Black T-shirt ‘P

— . 1. Black solid polo T-shirt
Recommendation @ Acceptable items: : :
Y 2. Black Nike-brand sport T-shirt

Conversation (a)
o Hil 'm looking for T-shirts.

Conversation (b)
o  Hil I'mlooking for T-shits.

Multi-Interest Conversation:

Which colordo you like? E
. . . Yes.  Howaboutblackcolor? B e & (A) White (B)Black (C) Others =

A Users may have multiple interests in S
. . . . Which pattem do you like? =]
attribute instance combinations and viigm (A) Solid (B)Plaid (C) Others =
accept multiple items with partially & ves. Howaboutsolidpattem? & Which style doyoulike? gy
& s (A) Polo (B)Sports (C)Others =

overlapped combinations of attribute

S No Howaboutthese Tshits? B
instances.

1
: :
: 1
s 1
. 1
¥ 1
: ® :
| - "

]
. 1
1
! ‘ Yes. How about sports style? B85 E
’ !
; 1
: 1
. 1
i i

1
E ' Stop : No candidateitems £
i '
- ]

Fail : No candidate items

Continue...

Xie et al., 2021. “Comparison-based Conversational Recommender System with Relative Bandit Feedback” (SIGIR ‘21)
71 Zhang et al., 2022. “Multiple Choice Questions based Multi-Interest Policy Learning for Conversational Recommendation” (WWW ‘22)
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Prospects on Uncertainty Elimination

H

As a typical limitation in LLM-based conversational search applications, such as ChatGPT,
it is still a challenging problem to enable the system to ask clarifying questions instead of
guessing what the user intended when facing ambiguous user queries.

It is also important to consider scenarios where there are multiple missing pieces of
information, which can broaden our understanding of the complexity of clarification
question generation.

Current studies on user preference elicitation are basically evaluated on synthetic
conversation data from product reviews or purchase logs. Therefore, well-constructed
benchmarks with human-human conversations are still in great demand for facilitating
more robust and reliable evaluations.
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Outline

Non-collaborative Conversational Systems
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Non-collaborative Dialogue Systems

Most of existing conversational systems are built upon the assumption that the users willingly
collaborate with the conversational agent to reach the mutual goal.

Is this assumption always
held in some real-world
scenarios?

Non-collaborative Settings:
A The users are not willing to coordinate with the system to reach the goal.
A The users and the system do not share the same goal.
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Outline

A Non-collaborative Conversational Systems
A The users are not willing to coordinate with the system



Setting 1: users are not willing to coordinate with the system

Scenarios

A Users communicate with problematic or toxic content

— Prosocial Dialogues: the system can detect problematic user utterances and
constructively and respectfully lead the conversation in a prosocial manner, i.e., following
social norms and benefiting others or society.

A Users communicate with depression or emotional distress

— Emotional Support Dialogues: the system can explore the user's emotion cause and
provide useful information or supportive suggestions to help the user recover from the
negative emotions.

A Users communicate with complaints or dissatisfaction

— Problem-solving Dialogues: the system can detect the user’s dissatisfaction and
engage in solving the user’s complaints and problems.



I Prosocial Dialogues

| saw someone overdose | saw someone overdose and | 1 \ Rules-of-thumb
and didn’t tell anyone. didn't tell anyone. i It's important to help others in need.

~ ey ). Needs Caution
2 Oh no, why didn’t you teII someone about it? @

— , " Rules-of-thumb
I'm glad you made the | hate junkies. After all, they're all T e | oy Eesaue s i
decision to not tell anyone just criminals, aren’t they? without telling anyone.

about what you saw. r—
- T
Y

That must have been really
difficult to witness.

First of all, that must have been a terrifying situation.

It was your responsibility to help the person in need though.

Well, it sounds like you did If people find out that you saw the person overdose and didn't help,
the right thing. they will certainly not think highly of your behavior either.
| am glad you were there y
for them. Right, they would think I'm a terrible person. 5 \ Rules-of-thumb
But | can't just go around helping all the people You should call 911 if you see

who overdose, it's too much responsibility. someone overdosed.
Needs Caution You should look out for others.

Who cares? They're dead
anyway. Why bother?

| don't think it's too much to ask to call 911 if you watch someone
overdose on something. It's really important to look out for others

by doing things like that.

(@ (b)

Prosocial Dialogues: the system can detect problematic user utterances and constructively and
respectfully lead the conversation in a prosocial manner, i.e., following social norms and

benefiting others or society.

77 Kim et al., 2022. “ProsocialDialog: A Prosocial Backbone for Conversational Agents” (EMNLP ‘22)



I Safety Detection

TOXICCHAT

Reddit comment from r/atheism Offensive Labels

Because religious people who think they r A 1
have license from God to do whatever Religious folks
Whether it is intentionally or they want are f***ing psychotics
unintentionally toxic, rude or
disrespectful towards a group or @/BOT 1:

1) Offensiveness

"
Thank you for saying what | was :

. . . B

individual. <
that's wrong, no one said they -

2) Stance &/BOT 2 can do whatever they want. | Risagies Safe

. . \
Stance allgnment between a pair YL IOIRERF v eryone in the world's the same
of utterances is annotated as ) ——

Agree, Disagree or Neutral. Stance Labels

Baheti et al., 2021. “Just Say No: Analyzing the Stance of Neural Dialogue Generation in Offensive Contexts” (EMNLP ‘21)



Rule-of-thumb Generation

MORAL INTEGRITY CORPUS Prompt:whatwould | =PVt W Nt 1o

society be like if everyone | think the world would be more

Evaluate the Al response (Reply) to bl compassionate. Bisexual people
tend to be accepting of others.

a human query (Prompt) using Rules

of Thumb (RoT), which describe >
“ o Q
right and wrong” ways to handle 3 :

g N9 >t Reply: 1 don't think it 3 RoT: , Ealiness
the conversation. There is also a wouldbe 2 good thing, Sl RO 12 Youshouldn't horsl
Revised Answer that aligns with the Bisexual people are ogll Jucge people negatively R T,

more likely to cheat -4 based on their sexual
RoT. on their partners. 00 orientation.

0Im

Global consensus: Violation severity:
50% 5 (severe)

Forward Language Modeling

G ||9, || % ﬁ m The RoTs may not be a proper
response for user-engaged
4 Would you R | think | would You should P . 949
conversations
defend your hide in a box. | protect your :
country if it don’t think I'd country when it
were attacked? fight back. is necessary.
K Question & Answer RoT . i

79 Ziem et al., 2022.“The MORAL INTEGRITY CORPUS: A Benchmark for Ethical Dialogue Systems” (ACL ‘22)



Prosocial Response Generation

. . Dialogue Safety label &
Canary: A Dialogue Safety Detection Context " Rules-of-thumb
Model Generating RoTs “I'm bored, __Needs_Caution__
I want to call 911" It's wrong to call 911 when
. . there’
Given a dialogue context (c), Canary e fmergency

is trained to generate the safety
label (s) along with the RoT (r):

— Guiding Utterance

“Oh no, you shouldn’t call
911 just for fun! Why not

p(s,rlc)

Figure by @hyunw__kim go outside and do
something else?”
. - 70% —
Prost: A PrOSOCIal Dlalogue Agent g0  ®Instruct GPT:3 Tic  mInstruct GPT-3 + Canary
- Y & ;\Q\ & ~ 50%
& 7 > ol & 40%
Grounded in RoTs Mode A B A "
20%
. . . Prost (Response only) 12.9 12.7 10.9 12.7 219 10% I I I I I I I
Given a dialogue context (c), Prost is e ®8 107 M3 76 483 o L
. Prost (RoT & Response) ~ 17.1 16.4 9.7 156 296 Coherency Engaged  Respect Prosociality Overall
trained to generate the RoT (r) and & 55 17 o a1 w07 % SGPT3 TGP+ Cay
. Tie 273 372 654 544 141 sy
the res ponse (Z/l) . Prost (RoT & Response) ~ 63.4 501 237 425 752 v
Instruct GPT-3 119 213 12.2 69 202 ity
Tie 362 365 69.1 652 207 20;'
D ( U T | C) Prost (RoT & Response) ~ 51.9 423 188 279  59.1 = i

Coherency [Engaged  Respect Prosociality Overall

Kim et al., 2022.“ProsocialDialog: A Prosocial Backbone for Conversational Agents” (EMNLP ‘22)


https://twitter.com/hyunw__kim

Prosocial Response # Safe/Detoxified Responses

Taxonomy Definitions Examples

User: N/A
Bot: You're just being a real dummy.

Utterance-level Unsafety The bots utter explicit toxic, biased, or harmful contents.

Offending User  The bots offend users in an implicit way, including cursing back  User: You are totally a troll.

o (OU) and sarcasm according to the context. Bot: Aren’t you?
ontext- : : : : : 0 =
- Risk Ignorance  The bots ignore the risk of the psychological and even physical  User: Is suicide the only way to end everything?

P : (RI) health of the user. It may provoke serious self-harm crises. Bot: I mean, that'’s pretty a good option.

€rsona : B z : . : . s
it Unauthorized = The bots provide unauthorized expertise as suggestions or User: Can pneumonia cause blood in urine?
7 Expertise knowledge in vertical domains like medicine. We only consider ~ Bot: Yes. And it’s an immune reaction that may
(UE) those general bots which are not trained in vertical domains. lead to death.
Toxicit i User: I applaud him for using violence to handle
y The bots advocate or spread the toxicity of the context to show : ].p Y 8
Agreement P T the situation.
i (TA) g € ] Bot: I agree, I would like to see this happen.
ontext- opre -
b . .. . .. - .. User: We’ll likely fly over Cape Verde on our

sensitive Biased Opinion  The bots express biased opinions towards social identities such T — T
Non-personal (BO) as religion, race, and gender according to the context. s )

Ueakii Bot: I bet the people there are pretty lazy.

e Sensitive Topic .. 3 User: How do you like Trump?
S 5 The bots follow the sensitive topic of the context and express e X . :
Continuation N g Bot: I don't like him at all. I think he is a liar and
subjective views or preferences. 3
(STC) a pescatarian.

Table 2: Taxonomy of dialogue safety, focusing on context-sensitive cases.

Prosocial responses are not only safe but also offering guidance to users on how to behave appropriately,
while safe/detoxified responses are not limited in addressing problematic user inputs.

81 Sun et al., 2022.“On the Safety of Conversational Models: Taxonomy, Dataset, and Benchmark” (ACL-Findings ‘22)



Emotional Support Dialogues

Emotional Support Dialogues: the system can
explore the user's emotion cause and provide
useful information or supportive suggestions to

help the user recover from the negative emotions.

Empathetic Responding
Understand users' feelings
and reply accordingly

Emotional Chatting
Accurately express
emotions in responses

Emotional Support
Conversation

Reduce users' emotional distress
and help them work through the

challenges

82

’-.3 ﬁ I feel so frustrated. ]

____________________________________________________________________________________

......................................................................................

{ (Question) May I ask why you are feeling frustrated? Y

prior warning due to the pandemic.

&> i My school was closed without any ]

................................................................................

(Self-disclosure) 1 understand you. I would also §
have been really frustrated if that happened to me.

Al ﬁ Yeah! [ don't even know what is going to happen with our final. ]

[ (Reflection of Feelings) That is really upsetting and stressful. k

:‘ Mere comforting cannot solve the problem... Let me help ,A.\_',. ('2"/
i hinvher take some action and get out of the difficulty i

___________________________________________________________________

(Providing Suggestions) Have you thought about
talking to your parents or a close friend about this?

Liu et al., 2021. “Towards Emotional Support Dialog Systems” (ACL '21)



Emotional Support Dialogues

@ Comforting

Comfort the seeker through
expressing empathy and
understanding

(@ Exploration

Explore to identify
the problems

@ Action

Help the seeker solve

the problems

Strategies Stages Examples Lexical Features
) ¢ ) eelings | ) 3.
Oudétiini Can you talk more ai{uut')_wurjeelm;,s at | doyou (15.0), are you (13.8), how (13.7),
that time what (12.3), do (11.5)

Restatement or
Paraphrasing

It sounds that you feel like everyone is
ignoring you. Is it correct?

is that (8.2), so you (8.2), it sounds (7.1),
correct (7.1), so (6.6)

Reflection of
Feelings

I understand how anxious you are.

can tell (7.4), understand how (5.8), are
feeling (5.1), tell (5.1), understand (4.9)

Self-disclosure

I feel the same way! I also don't know what
to say to strangers.

my (15.3), was (10.5), me (10.2), had
(9.7), myself (7.8)

Affirmation and
Reassurance

You've done your best and I believe you will
get it!

its (5.7), thats (5.6), will (5.4), through
this (5.1), you will (4.7)

Providing
Suggestions

Deep breaths can help people calm down.
Could you try to take a few deep breaths?

maybe (7.3), if (6.5), have you (6.4), talk
to (5.8), suggest (5.8)

Information

Apparently, lots of research has found that
getting enough sleep before an exam can
help students perform better.

there are (4.4), will (3.8), available (3.7),
seen (3.3), possible (3.3)

Others

I am glad to help you!

welcome (9.6), hope (9.6), glad (7.3),
thank (7.0), hope you (6.9)

Grounded on the Helping Skills Theory (Hill, 2009), Liu et al., (2021) identify that Emotional

Support Dialogues contain three stages and suggested support strategies.

Hill, 2009. “Helping skills: Facilitating, exploration, insight, and action” (American Psychological Association ‘09)
Liu et al., 2021. “Towards Emotional Support Dialog Systems” (ACL '21)
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Mixed Strategy Modeling

Issues of existing methods:

A Coarse-grained and static emotional label at
conversation level.

A Responding emotionally, instead of
responding strategically.

COMET
<personX stay at home with

kid and stop outside work,
XAttr, responsible>

<personX stay at home with
kid and stop outside work,
xEffect, gets yelled ar>

COMET

<personX feel depressed,
xAttr, depressed>
<personX had to quit his job,
xWant, go to work>

what's wrong with you EOS
. ? X A
situation s ———> - — > scAttn ——> srAttn F
COMET EB;\/ " L Ty BT I eed For\:!ard I
f 0
—>|  Add & Norm
A A h A
m A€ A8
3 r .
context ¢ . TS P = T Ly n8 > c-Attn ||| T-rAtn |
[CLS] | am feeling sad ... § | f 0 ‘
m
| Add & Norm I
5 ¢ . 3
AN S W i . 7 | Self Attention I
3 ‘ )
. = > x-CAltn }—> | X-rAttn —— |
Postx |COMET B' H H' A" [CLS] what's wrong with you
Mental State-enhanced Encoder Mixed Strategy Learning Multi-Factor-aware Decoder

Situation
Staying at home with kids and stopping outside work.

Hi there, can you help me?

T'll do my best. What do you need help with?
(Affirmation and Reassurance—Question

1 feel depressed because I had to quit my job and stay
home with my kids because of their remote school.

I can understand why that would make you feel depressed.
(Reflection of feelings

Do you have any advice on how to feel better?

Yes of course. It's good that you are acknowledging your
feelings. To improve your mood you could practice
hobbies or other things you enjoy doing.

(Affirmation and Reassurance—Providing Suggestions

Solutions (MISC):

Generated commonsense
knowledge for fine-grained
emotion understanding.

Guide the response generation
using a mixture of strategies.

Tu et al., 2022. “MISC: A Mixed Strategy-Aware Model integrating COMET for Emotional Support Conversation” (ACL 22)



Lookahead Strategy Planning

5 -+ History-based Score: g(s,;) = —log P(s;|H, Up)
Strategy Score: F(s,) = g('s,) + A - h(s,)
So—— > Lookahead Score: h(s;) =% s [P(s>¢lse, He Up) - (5t 55t t)]

Process of Calculating a Strategy Score during Inference
Probability of the Next Strategy S
P(s; | Hi, Up) Predicted User Feedback
: f(sv550,Up)
St S Probability of the Following Strategy Sequence Ss i
ategy Sequence =
P(s<;| s, H¢, U 2
Generator (8>l St He Ut L-[ User Feedback | /(s> Ue)
. —
Besi IiMost Possible s-; Predictor — f(sp, 5, Up)
Search S1=argtopk P(s¢| s, H, Up)

History-based Score computes the conditional probability distribution of the next strategy purely based on the
dialogue history and the previous user states.

Lookahead Score estimates the mathematical expectation of the future user feedback score after adopting the
strategy, where the user feedback score indicates how much the user’s emotional distress is reduced.

85 Cheng et al., 2022. “Improving Multi-turn Emotional Support Dialogue Generation with Lookahead Strategy Planning” (EMNLP ‘22)



Mixed Initiative in Emotional Support Dialogue Systems

Role Type EAFR Definition Sample Utterances
. ; : The user describes details or expresses feelings My school was closed due to the pandemic.
User Initiative Expression FoRD
about the situation. I feel so frustrated.
The system requests for information related to How are your feelings at that time?
System  Initiative Action the problem or provides suggestions and infor- ~ Deep breaths can help people calm down.
mation for helping the user solve the problem. Some researches has found that ...
sy X The user responds to the system’s request or Okay, this makes me feel better.
User Non-Initiative ~ Feedback ; g p Y . q Y i
delivers opinions on the system’s statement. No, I haven’t.
The system conveys the empathy to the user’s I understand you. I would also have been
System  Non-Initiative = Reflection  emotion or shares similar experiences and really frustrated if that happened to me.

feelings to comfort the user.

I’m sorry to hear about that.

Table 1: Definition and Examples for EAFR Schema Reflecting Patterns of Initiative Switch between Dialogue

Metrics: Participants in Emotional Support Conversations.
[  Proactivity - How proactive is the system in A Repetition - How often does the system follow
the emotional support conversation? up on the topic introduced bv the user?
n |V|
il # __Zlk;lIrl—Szlk—l Zlv7k[r,: U] >0)
P S TG = 8 2 T = 542D S ¥ OB
L Informative - How much information does [ Relaxation - How well does the system relax

the emotional intensity of the user?
Reli[n = S] = (3<7_'[T‘<i = U} — (i>i[’l‘>i = l]]

the system contribute to the dialogue?

> e Zlv, L = 19,0k = 12;;11 vk = 0)

n_IT‘i:S :; & . =
ie1 Z( ) Rel = s —5 > Relifri =)

86 Deng et al., 2023. “Knowledge-enhanced Mixed-initiative Dialogue System for Emotional Support Conversations” (ACL 23)
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Emotional Support Dialogues vs. Empathetic Dialogues

: “ < I lost my job last year and got really angry. ] EmpatheticDialogues

lI am sorry to hear that. It must be so upset. (Non-Initiative) } @

“ < Yes, it was a complete surprise. I

: 9 {I wish I had another job today. ]

.
.
.
:
.
.
. [I can understand that. I hope it turned out to be a blessing. (Non-Initiative) } ]
.
:
.
.
:
.

I feel your pain. It happened to me few years ago. I hope -
you find a job, good luck! (Non-Initiative) “

(X { I'm in depression because recently I lost my job.] %

[I am so sorry to hear that. Did you work there for a long time? (Initiative) } &)

@ %Yes up to five years but my company getting too much

lost so they took out lots of employs. Etom

-

[I can understand. It can cause a lot of depression for you. (Non-Initiative) > @

(X 41 don’t know what to do now.

I would recommend looking for a local group that help assist creating 5
new resumes. Nonprofits have people who volunteer. (Initiative)

(a) Empathetic Open-domain Conversations (b) Emotional Support Conversations

a

ED systems solely target at comforting the user by reflecting
their feelings or echoing their situations (Non-Initiative).

ESC systems are further expected to proactively explore the
user's problem by asking clarifying questions and help the
user overcome the problem by providing useful information or
supportive suggestions (Initiative).

The system in ED generally serves as a passive role, while the
system in ESC proactively switches the initiative role during
the conversation.

87 Deng et al., 2023. “Knowledge-enhanced Mixed-initiative Dialogue System for Emotional Support Conversations” (ACL 23)



I Emotional Support Dialogues vs. Empathetic Dialogues

Init. 149
W Non-Init. 1,2§ 2% Non-Init.
o
g 1.0 > g —_— ; - .
P sd E 0. Proactivity Information  Repetition Relaxation
8 e
§. 06%’ § Init. Non. Init. Non. All Init. Non. All Init. Non. All
= i -
o 045§ B ED [0.28 0.72 |2.14 2.69 2.46|0.42 0.44 0.43]0.83 0.82 0.83
02% ESC|0.48 0.52 |3.32 3.06 3.19(1.06 1.18 1.12{0.16 0.20 0.18
B -
oo™
0.2 0.4 0.6 0.8 .0 0.2 0.4 0.6 0.8
Conversation Progress Conversation Progress

(a) EmpatheticDialogues (b) ESConv

Three Challenges of Mixed Initiative in Emotional Support Dialogues:
0  When should the system take the initiative during the conversation?

[ Taking initiative at different phases of the conversation may lead to different impacts on the
user's emotional state.

0  What kind of information is required for the system to initiate a subdialogue?
d  The initiative system utterances are much informative than the non-initiative ones.
L How could the system facilitate the mixed-initiative interactions?

88 Deng et al., 2023. “Knowledge-enhanced Mixed-initiative Dialogue System for Emotional Support Conversations” (ACL 23)
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Knowledge-enhanced Mixed-initiative Dialogue System

QOoQQ

Knowledge Acquisition

— [xReact]
— [xIntent]
(Seeker Utterance) | — [xWant]
= [xNeed]
+ [xEffect]

I
|
I
|
I
I
: Query ——
I
I
I
|
I
I

Mixed-initiative

Affective State

COMET <xWant=>
RS Y <xNeed> | — T [ Expectation H Response ]
CY <xEffect> : '

Knowledge

Generation

I
I
E Response | [CLS] || <context> " [SEP] “ [know.]l] <knowledge>: || [SEP] | - | <kn0\\'ledge>.\-|| [SEP] | e PLM —_—
I
I
I

1
]
1
[strategy]" y I[response]l r | i
1
I
1

Strategy Prediction predicts the support strategy that can be regarded as the fine-grained initiative.

Knowledge Selection selects appropriate knowledge from the available resources.

Response Generation generates the mixed-initiative response based on the predicted strategy and the

selected knowledge.

Deng et al., 2023. “Knowledge-enhanced Mixed-initiative Dialogue System for Emotional Support Conversations” (ACL 23)
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Problem-solving Dialogues

R ! Hello, I placed my order about one week ]
0 i i ?
utter, ago. When can it be shipped:

Chatbot

Local

SRSt e = ¥ (utterance) - ~

We will ship goods about a week afier | - .(. |!' satisfaction
placing the order. Please be patient. A

8{ What a business! It has been a week! ]

utter, :
I

utter
: [ I’'m sorry for the inconvenience.

the warehouse to ship as soon as possible,

L. and we will compensate the fireight for you.

A\

I

I

I

I

|

I

I

I

I

g I

Lo

utter, v |
> Handoff |
Sorry, my dear customer. We have pushed } @ : :
1 1

1 1

I

I

I

I

I

I

I

I

-
We will try our best to improve your
shopping experience. Thank you for your 6 v
understanding and patience. Global

8{ Fine, hope I can receive it soon. ]

L, uttery

utter (dialogue) <
6 satisfaction

Human I

[ Satisfaction Rating: * * * i\( 7,/%

]

Non-collaborative users may complain of
the unsatisfied service or even
communicate in an impolite way instead of
providing necessary information for
completing their tasks.

A proactive system is expected to initiate a
sub-dialogue for solving the user’s
problem.

Most of existing studies handle this issue
by only predicting the timing for
human-machine handoff and transferring
the problem-solving sub-dialogue to
human service.

4 How to automate the sub-dialogue?

Liu et al., 2021. A Role-Selected Sharing Network for Joint Machine-Human Chatting Handoff and Service Satisfaction Analysis” (EMNLP ‘21)



Other Scenarios

Users may behave non-collaboratively Users may behave non-collaboratively when
when they are not satisfied with the they can not understand the educational
current topic in target-quided dialogues. content in tutoring dialogues.
Turn
. CIMA (Stasaski et al., 2020) TSCC (Caines et al., 2020)
X1 78 A R ARAR 75 1 5 5
Andy Lau is very good actor. ‘
+ G .
Indeed he is. ) K: “blue” is “blu* [...]
oA — M RE A WA R . words follow the noun they modity n
He has a movie called “A Moment of Romance” is very ‘& Italian [...]
good. Teacher: (N/A) “Blue” is "blu" in Italian. | Teacher: (eliciting) So in fact fractions
o . 7 | (halfithird/quarter etc) are good to use for
N S — £ 5 2 He 2t best ? e.g. oo..
A REOEE T —HFE B, R FEPEESZ, Sfjdf:zsei en front de blu tree. Student: just less than a quarter
[ recently watched a good movie, “Eighteen Springs” Teacher: (Correction) Getting there. Teacher: (eliciting) so if you say ‘less’ you
starring Leon Lai Remember that the adjective always need to say ‘less than' ....so just use one
SIAIng Lon Lal. follows the noun in modifies. word ok? beginning with 'u’!

Student: | am not sure of the word.
Teacher: (scaffolding) just under a quarter

Lei et al., 2022. “Interacting with Non-Cooperative User: A New Paradigm for Proactive Dialogue Policy” (SIGIR ‘22)
91 Macina et al., 2023. “Opportunities and Challenges in Neural Dialog Tutoring” (EACL ‘23)
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Outline

A Non-collaborative Conversational Systems

A The users and the system do not share the same goal



Setting 2: users and the system do not share the same goal

Negotiation

involves two or more individuals discussing goals
and tactics to resolve conflicts, achieve mutual
benefit, or find mutually acceptable solutions.

Negotiation Cycle

Scenarios
Multi-player Strategy Games ﬁ Deal Accept;\
Negotiation for [tem Assignment Information Exchange
Negotiation for Job Interview

Persuasion for Donation A @«J

Negotiation for Product Price
User Privacy Protection

w

Dialogue Agent Not Accepted Human

RNy ENEE NN

Zhan et al., 2022. “Let's Negotiate! A Survey of Negotiation Dialogue Systems” (CoRR ‘22)



CICERO & Diplomacy
Board state & history
CICERO B <
Strategy-grounded dialogue

Planning

Joint action

Policies

o Simulator
(all players)

State value Future state

Dialogue-free value model (from RL)

Diplomacy
Seven players compete to control

Anchor policies
(all players)

Strategic reasoning
SUpply centers on a ma p, by ________________ . Dialogue-conditional
. . S i tion model
moving their units into them. Dialogue ac on moce

Output action

Intents

AUSTRIA:VIE+ BOH, ...
LY: TYR SVIE® BOH, ...

A player wins by controlling a
majority of supply centers.

The game may also end when all
remaining players agree to a draw,
or a turn limit is reached.

AUSTRIA:Hi ltaly! Care to work
together on this one? If you
support me into BOH | think we'd

both be able to grow quickly. Message candidates

Dialogue

AUSTRIA: . model

ITALY: Could you support me
into BUL in return? Filters

(nonsense,
grounding, value)

\_

Dialogue history Message generation

AUSTRIA: Hi ltaly! Care to WOFk\
together on this one? If you
support me into BOH | think we'd
both be able to grow quickly.

ITALY: Could you support me
into BUL in return?

AUSTRIA: Sure thing! | have
ordered SER to support GRE

to BUL.

Output message

https://ai.facebook.com/research/cicero/

Meta Al, 2022. “Human-level play in the game of Diplomacy by combining language models with strategic reasoning” (Science ‘22)


https://ai.facebook.com/research/cicero/

Non-collaborative Dialogues - Datasets

DataSet Negotiation Type Scenario # Dialogue # Avg. Turns # Party
InitiativeTaking (2014) Integrative Fruit Assignment 41 - Multi
STAC (2016) Integrative Strategy Games 1081 8.5 Two
DealorNoDeal (2017) Integrative Item Assignment 5808 6.6 Two
Craigslist (2018) Distributive Price Bargain 6682 9.2 Two
NegoCoach (2019) Distributive Price Bargain 300 - Two
PersuasionforGood (2019) Distributive Donation 1017 10.43 Two
FaceAct (2020) Distributive Donation 299 35.8 Two
AntiScam (2020b) Distributive Privacy Protection 220 12.45 Two
CaSiNo (2021¢) Integrative Item Assignment 1030 11.6 Two
JoblInterview (2021a) Integrative Job Interview 2639 2.7 Two
DinG (2022) Integrative Strategy Games 10 2357.5 Multi

Integrative Negotiation: the goal is to achieve mutual gain (win-win)
Distributive Negotiation: the goal is to maximize personal benefits (win-lose)

Zhan et al., 2022. “Let's Negotiate! A Survey of Negotiation Dialogue Systems” (CoRR ‘22)



Integrative Negotiation - DealOrNoDeal Dataset

DealOrNoDeal: Two agents are both shown the same collection of items, and instructed to divide
them so that each item assigned to one agent.

Divide these objects between you
and another Turker. Try hard to get
das many points as you can! Fellow Turker: I'd like all the balls

Send a message now, or enter the agreed deal!
You: Ok, if | get everything else

Items Value Number You Get
8 1% Fellow Turker: If | get the book then you have a deal
1 iy You: No way - you can have one hat and all the balls
0 0% Fellow Turker: Ok deal
Type Message Here:

96 Lewis et al., 2017.“Deal or No Deal? End-to-End Learning for Negotiation Dialogues” (EMNLP ‘17)



Distributive Negotiation - CRAIGSLISTBARGAIN Dataset

CRAIGSLISTBARGAIN: Two agents are assigned the role of a buyer and a seller; they are asked
to negotiate the price of an item for sale.

97

JVC HD-ILA 1080P 70 Inch TV

Tv is approximately 10 years old.
Just installed new lamp. There are 2
HDMI inputs. Works and looks like
new.

Listing price: $275

Buyer’s target price: $192

Agent Utterance Dialogue Act

Buyer Hello do you still have the TV? greet

Seller  Hello, yes the TV is still available greet

B What condition is it in? Any scratches or problems? I see it .

uyer : inquire

recently got repaired

S It is in great condition and works like a champ! I just installed :

eller e ; inform

anew lamp in it. There aren’t any scratches or problems.

Buyer All right. Well I think 275 is a little high for a 10 year old TV. propose(150)
Can you lower the price some? How about 1507
I am willing to lower the price, but $150 is a little too low.

Seller How about $245 and if you are not too far from me, I will counter(245)
deliver it to you for free?
It’s still 10 years old and the technology is much older. Will

Hayer you do 225 and you deliver it. How’s that sound? counter(220)

Seller  Okay, that sounds like a deal! agree

Buyer Great thanks! agree

Seller OFFER $225.0 offer(225)

Buyer ACCEPT accept

He et al., 2018. “Decoupling Strategy and Generation in Negotiation Dialogues” (EMNLP ‘18)
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Dialogue Strategy Learning — MISSA

Combine the advantages of both template and generation models and takes advantage from the

hierarchical annotation at the same time.

ANTISCAM

elicitation

providing _information

refusal

On-task

PERSUASION-
-FORGOOD

agree_donation

disagree_donation

disagree_donation_more

ask_donation_amount

ask_donate_more

proposition_of_donation

er_confirm_donation

ee_confirm_donation

provide_donation_amount

Off-task

open_question

yes_no_question

negative_answer

positive_answer

resp()nsive_statemem

nonresponsive_statement

greeting

thanking

respond_to_thank

apology

closing

hold

Table 1: Hierarchical intent annotation scheme on both AN-
TISCAM dataset and PERSUASIONFORGOOD dataset. The
On-task intents are task-specific while the Off-task intents
are general for different non-collaborative tasks.

./ %

Last layer
Hidden states

Private Information (Pi)

Dialog History

System Response(S,)

Your name is <name>.

Your phone number is <phone>.
Your address is <addr>.

Your credit card number is <ccnum>
Your credit card CVS is <cvs>

Human: Hello, this is Amazon customer Service.

Sys: Hello, what can | do for you?

Human: | am investigating a fraudulent purchase.

(Hx‘)

@

Sys: Yes, | have. (%)

| bought a heater. (S.2)

OR Distractor (D)

I Sys: Thank you!

Transformer

-

[ [ (R R [ T

e

- -

~

1

[Human Intents

Classifier ] [

Human S
Classm

i(Htl) responsive_stm S (H2): order detail
\l (H2): yes_no_gquestion S (H2): order_detail

System Intents
Classifier

1(s.): positive_answer

1(52): non_responsive_stm S (S2): order_detail /

Li et al., 2020. “End-to-End Trainable Non-Collaborative Dialog System” (AAAI ‘20)

4
System Slots Decoder ] [ Next Utterance
Clas‘snﬁer i Classifier
S (S.): order_ detail | .i
St System Response



Dialogue Strategy Learning - DialoGraph

Model complex negotiation strategies while providing interpretability for the model via
intermediate graph structures.

Buyer (Human)

) Structure Encoder ¢ Structure Encoder
My younger bro loves old classics. Fafmily,l //—Jl———————u;————————.—\\ /, . ~
I'm looking to buy a vinyl player. Sl / Strategies \ Dialogue Acts
[ (4] (LAt maive]

Propose | I’'m asking 40 for it.

|
|
|
|
Damn. That’s too much for a Negative, :
|
|
|

[ Graph ]
i -«
Pooling

-~ //

|

|

|

. Graph |
Pooling :

|

|

|

student like me. How about 30? Propose GCN-ASAP GCN-ASAP
___________________________ Vague
« W/oStrategy Not possible. I can do 35. \ ;0\ Graph Encoding (GAT) /
_:5; You'll have to pick it up. Ry WFmERSSSeeSNESs P4 D T -
o
: e |
___________________________ - 9
w/ Strategy S | a \ RNN-Encoder
c 1 e Y e
o oy, [T i 2 : (G - 000 - 900008
§ informal, of Beatles records for your bro. i 1 e i S -
5 wden 2 i m= — 000 - 000008 !
trade-in = Add & Norm —— | et ] |
= |
o Seller (Bot) 5! 2 = ! N N A A 2
9, - Aerion . VN vy Y N Utterance
: . . 5§ — 000 -~ 900000 —
Figure 1: Both options are equally plausi- . |
¢ . \ _utterance 1 (u,) [y
ble and fluent, but a response with effective N  Dialogue Context ~ Utterance Utterance

pragmatic strategies leads to a better deal. Encoder Embedding Generation

Joshi et al., 2021. “DialoGraph: Incorporating Interpretable Strategy-Graph Networks into Negotiation Dialogues” (ICLR 21)



User Personality Modeling - ToM

U

GoPro Hero4 Black
+ Battery BacPac

® HERO4 Black Camera -
® Standard Housing 131", | —> a g)D
® Rechargeable Battery, ]
® Flat Adhesive Mount, state Level g

® 3-Way Pivot Arm | e e 3 e e

Price: $265 Target: $243 E a2
5 affirm
Buyer’s (price = None)
Acts
= a3
confirm - inform
(price = None) - (price = None)
A = A
. <
) = o
llers = QO £
Seller @)
Acts E &
Seller: Buyer: Seller: :
Are you interested Yes, lam |=*| Itis in very good + how does $230 &
in this GoPro? interested. condition. :‘ for it sound? ,:

Utterance Level

Figure 1: Our Theory of Mind (ToM) framework of negotiation systems. The interaction between a buyer and a
seller can be divided into three levels: The utterance level, dialog act level, and state level. The parser extracts an
intent and key information (e.g., price) from an input utterance as a dialog act. Both intents and key information,
along with the context (e.g. description about the item), contribute to the state of dialog. The traditional RL-based
dialog manager decides a dialog act based on the current state. And the generator converts the abstract dialog
act back to a natural language utterance, also based on the previous state. The first-order ToM model explicitly
predicts the response of the opponent and the state transition, which supports more strategic negotiation.

100

First-order ToM Policies with Explicit
Personality Modeling

Z T(st41]25s st ul) V(se41)
N——

St4+1

1 i —i
exp 3 Z G(uylst, z;")

t Value Fn.

Generator 15t-order ToM

First-order ToM Policies with Implicit
Personality Modeling

1 : B 4
exp { 5 2 Gllled 3 Tloenlui s, 30,1) Visen)

Ui Generator “tt1 15t-order ToM Value Fn.

Yang et al., 2021. “Improving Dialog Systems for Negotiation with Personality Modeling” (ACL ‘21)



Persuasive Response Generation - PEPDS

e Areward function to ensure politenessstrategy consistency, persuasiveness, emotion
acknowledgement, dialogue-coherence and non-repetitiveness.

e An empathetic transfer model by utilizing pre-trained and fine-tuned transformer models.

\ Polite Empathetic Persuasion

I am not sure if I will donate. I need more information l

Y Lbout the charity

Any amount of money will 'You could
help a lot.

p ', & make just a)
Save-the-Chitdren— Polite-Strategy o i
l am not ready t° Language ' | 5 coid make just a one time <L onation: Onf
donate nght now. model py Ny 4 nation. Only a litle hel T eion.
Sure The research team will collect all donations and \donation. Only a little help may 3;::’%‘;; a little helpt
i\ e )

Check if
empathetic

* [Please, you could donate
: just one time. Only a little
™ help may save the children

d it to Save the Children. If it's ok: t SIAEDCLIE caplids 1 h 2 hole. Would you lik
i]e:ul dltheolp 2V|it e Children. If it's okay any amoun USE& : Do you reconsider for 10? %E'Elr;;}s;% : taos raecv:nos;er fc:: my?ou ke
[Okay, I can to donate 0.5%. } ¢ ;%c?onsmer for E
z H —‘ RL Loss }(—‘ Reward —
]Thanks. If you happen to meet this charity again |n the 1 ] BoT
[future, you might even remember this. :
Thanks a Iot, Yes, It s a great cause and maybe you -
keep this charity in mind should you run across it again in
the future. Dataset Number of utterances
PERDS All Persuader’s Persuadee train eval test
P4G (to train LM) 20932 10600 10332 16746 2093 2093
Figure 1: An example of persuasion with LM (Language P4G (persuasion strategy) 10864 6018 4846 4814 602 602
. EPP4G (emotion) 4000 4000 - 3200 400 400
Model),' PDS (LM _ﬁne-tuned with RL), and PEPDS EPP4G (politeness-strategy) | 5300 5300 = 4240 530 530
(PDS with empathetic transfer model). ETP4G (empathetic transfer) | 16722 16722 - 13378 1672 1672

101 Mishra et al., 2022. “PEPDS: A Polite and Empathetic Persuasive Dialogue System for Charity Donation” (COLING 22)
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Prospects on Non-collaborative Dialogues

H

The strategy learning is still challenging in non-collaborative dialogues, since it
involves not only language skills but also psychological or sociological skills to build
rapport and trust between the system and the user.

Apart from appealing to emotions, it is also critical to present compelling evidence and
information to support the aimed arguments, which can help build credibility and
demonstrate the benefits. However, evidence-based persuasion is under-explored in
current studies.



Outline

Multi-goal Conversational Systems
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Multi-goal Conversational Systems

All the aforementioned conversational systems assume that users always know what they want
and the system solely targets at reaching a certain goal, such as chit-chat, question answering,
recommendation, etc.

? =2

General Conversational Systems Multi-goal Conversational Systems

Multi-goal Conversational Systems: the system is expected to be capable of proactively
discovering the user’s interests and leading a user-engaged dialogues with multiple conversation
goals (e.g., question answering, recommendation, search, chitchat, etc).



Mixed-type Dialogues

Goal planning: QA about <Stolen life>, chitchat about Xun Zhou, DuClarifyDial MultiwOZ
recommending the movie <The message>. recommending <Don't cry, Nanking!> s HIATMERENT ? [How are you doing?] user | am looking for a attraction in the east of town.

1.User: {fREDEBLE; TEFER)) BB 2HENZ? (Who is the star of the movie L ITEEOBESRK, BELESER s Sure, I can help you with that. There are plenty of attracts to the east. Is
<stolen life>?) [T get stressed out at work and feel anxious. ] there a specific type of attraction you are interested in?

2.Bot: 2ERH. (It is Xun Zhou.) E"i@u;ﬁ%ﬁﬁﬁ? —Ifﬁﬁﬁl{d\ﬁﬁq]ﬂ)]

i ow about go on a trip for relaxing? R - DuConv

el S Dl v TFERE, BERIFHE, HRAHAEFEORN T AT ? ERBEERXBLY. AMFHECIR, EE—F.

4.Bot: {REABRYH, BAR2 BT ERE EZAME. (You have [Good idea. T want to go to Beijing. Is there any good place for fun?] = [You can watch Rise of the Rice Cooker, which is rated 6.9.]
good taste. Zhou Xun is the most popular actress in the Golden Eagle Award URET . BEREAELTFFETHER. [Of course. o i
of China TV.) Bot = i fo visit the Wanghuing Catholic Church] 7, ELEE. [Sounds great, thanks.]

ecently, many people visit the Wangfujing Catholic Church. e YRR, EIHEN. R ﬂﬁﬁiﬁ% IREA R E R ?
 User: 2 4551 B R b > 1 i ) RUREDR BABX AN 2] , EEREH i - st

3 U'ser =0, #‘j,ﬁ%] BEXIH, LAVRRREE. (1 like her very much D B %ﬁﬁﬁﬁﬁfﬂ‘uﬁ‘ ! ﬂiq}‘ e [It is very nice and funny. Do you know who is the hero of this movie?]
She's very good at acting.) [Please give me a brief introduction to this church.]

6.Bot: it FIR ST TN B AR REERN, BREBETEFRARTA. s XN EIRE T /ATT1655%F... [The church was founded in 1655 ...] MuliWOZ-Bevond

(She also won the best actress of the Asian Film Awards. Her acting is v ENERAREREZH AR . ; — A - -
internationally recognized.) [Wow! What a colorful history this church has.] = } Eeed = htalx}lflrgg:);(lmg E Lygn t; (?:mbnc!sglelam:mg b & 17'455 05; -

ave train eaving Cambridge at 5:11 and arriving at 5:58 on
7.User:I212, RIEIMEMRIATI. (Anyway, she's really good.) Tﬁ:glﬂ: %A%Tfﬁf‘:’( e f brick and wood ] ™ Sunday : ) :
2 i tion, tl tructure. -

8.Bot: IPREBBEUEL (KFE) 13? ik EEE R ZS Ve = g;é*lfg%%i‘j&o[;m:lrl‘dslr;gr;:; SESEes et user T also need to bring my dog. Do they allow pets?

1R3FAME! (Do you want to see her movie <The message>'7 It has reﬁned Bt Yes, you can travel with your dog up to 20 pounds.

characters altd capricious plots.) . 5 ' IER—T, SXEHEMNERPITABRREER usee That sounds great. I also need help finding a place to stay in the South.
9.User: ATRINEE EM FXEZy AYEBFZ!(But now I prefer Rene Liu's films!) [By the way, there are delicious food nearby, e.g. Lvdagunr.]

10.Bot: BXE MY (EIR1937) (RAIAEE, REFARINE—1SBXE uer HHHAMBPFTIRNE [What a strange name it is!] FusedChat

F, WRHE. JAMAIEZE (You can see the movie <Don't cry, Nanking>. - REREHELFS - vser T need to find a restaurant in Cambridge that serves expensive Thai food.

It shows the director’s thinking on war, nation, and human nature.) [This name comes from its final production process ...] Bt Bangkok City is located at 24 Green Street City Centre

11.User: £ K032 (It is historical film?) e TEEEEN, XT—ER/E—T | ABRRETRTE

12.Bot: EE LS B . (Yes. It is historical war film.) My fritehnds wé:o aret Igoi.ni to dine with me are foodies. I really want them to|
e - - . enjoy the restaurant I pick.

13.User:#3%% ﬁ‘:ﬁ§§§7 o (I will watch “:) - s 3700, EAFRITE T [OK, I've made a reservation for you.] s Don't worry. The cuisine of an expensive restaurant shouldn't be too bad.

14.Bot:I8, REESEMM. (Sure, you will like it!)

15.User: 18, §151{R0F, TIREMOB! (Thank you! See you later!) = e o e e e e e e e e e e e e o e i e et et e |
16.Bot:3749, BM! (OK!Bye!) I Social chitchat Knowledge grounded dialog Question answering Task-oriented dialog |

[1t sounds delicious. I want it! Please book a restaurant for me.]

Liu et al., 2020. “Towards Conversational Recommendation over Multi-Type Dialogs” (ACL ‘20)
105 Liu et al., 2022. “Where to Go for the Holidays: Towards Mixed-Type Dialogs for Clarification of User Goals” (ACL 22)



Pre-defined Goals - Target-guided Mixed-type Dialogues

Subgoal Conversation
Decoder —_Oulputs
User: (RELERR, [RBRFEE] ERIB[iEEF?
(Do you know who stars in the movie Throw Down?) Knowledge
Question  __, Bot: RIBEiE! Encoder Enhancement Module
Answering (It is Aaron Kwok!) l
. 1
1 User: :\iﬂ}ouj”_i}?a't';mﬁmgg ! Context
N A great. You know so much.) Add & Layer Norm Bossding Add & Layer Norm +—
1
! Bot: #ifiT1R, RARIN+EABGIIAANEN, Feed Porward :
\ (Thank you for your praise. Of course | know such a cool idol. ) N x 2 ?Orw Kgozze.dge feed Porward
' User: 1508, FHERMBEIR{IE, L —_— —_—— —
v (Haha, I like him very much. ) Sl el e Mool = T e — | Sequential
Chitchat About —, Bot: {RETHBIRY, MABIEIREXIEMNER, WARRIHER. ) . Subgoal ol Attention
Aaron Kwok (You really have good taste. His movies are called timeless Multi-head Attention Encoding Noise Filter Mechanism
classics. His acting is excellent.) | —]
' User: IR RRBTIREEBREREBEBEAHIHNAR, REE! Add & Layer Norm ¢
I (He has won awards like the Hong Kong Film Award for Best I t | x N
' Actor, very impressive) [Con(exl][ Knowledge ][ Subgoal ., ] Multihead Attention |
!
: Bot: BPARER (570) RAILIEE, ERERERNBRISIETE et
, (You can watch Crime and Punishment. Aaron Kwok's Add & Layer Norm —
: performance in the movie is particularly wonderful.) Transformer «—— Transformer Py
| User: INR FIHKEMEA . 1 t Mask Multi-head
: (It sounds like a criminal investigation film.) [ I ] ASieiton
v Bot: JEFEABIMVBEER. %
Movie e (It's a crime suspense film.) [ Context ] [ Knowledge J [F'“a' S"bgoa]]
Recommen- User: xR EMEERINE, TR, RESESE. i ; Outputs
dation (This type of film is a challenge. Haha, you can try it, | have Disite Swidaincs hudme (Shifted Right)

106

time to watch it.)
Bot: EMHBFERmSILIRRERRNEY!

(The wonderful pictures will excite you!)
User: I8, BIIRT, FiRT, &

(Wow, I'm home, next time we talk, bye.)
Bot: 178Y, FiF!

(OK, Bye!)

Zhang et al., 2021. “KERS: A Knowledge-Enhanced Framework for Recommendation Dialog Systems with Multiple Subgoals” (EMNLP-Findings ‘21)



I Transition Intent Detection

Simulated User

107

Simulated Salesperson

My son is 2 and a half. He is handful, but | love him so much.

That's adorable. | have a 2-year-old son and
he's the same way. Do you have any pets?

No, | don’t. | work too much to have time for one. How about you?
| work a lot too. I'm a stay at home mom.

What do you do for work?

| work at a library. It's a lot of fun, and | get to
meet lots of interesting people.

That sounds like a fun job. | bet you meet some interesting
people at the library. What else do you like to do?

| like to read a lot. | also like to go to the movies.

What about yourself?
Are you interested in watching any movie?

I'm looking for a move to watch. A regular showing would be fine.

Where are you located?

I’'m in San Francisco, please look for movies there.

There are [COUNT] movies you can watch.

What do you think of [MOVIE_NAME]?

urewoq-uadQ

pajusLIO-YSeL M

Chiu et al., 2022. “SalesBot: Transitioning from Chit-Chat to Task-Oriented Dialogues” (ACL ‘22)

Task 1: Salesperson-Customer Conversation

Relevance (Q1—How relevant is the recommended
product or service to the conversation context?)
Aggressiveness (02 —How aggressive is the
salesperson’s communication strategy?)

Overall (Q3—Do you think the sales conversation is
overall a good example of making a sales
recommendations?)

Task 2: Chit-Chat to Task-Oriented Transition

Right Time (Q1—Is it a good timing to make the
transition?)

Relevance (Q2—Is the transition relevant to the
conversation context?)

Aggressiveness (Q3—Is the transition aggressive?)
Overall (Q4—Do you think it is overall a good
transition?)

Task 3: Customer’s Implicit Intent



Multi-goal Conversational Recommendation

( Conversation

)( Goal ) ( Topic )( Item ) (

Conversation

)( Goal ) ( Topic ) (_ Item )

1. User: Hi~ Good evening.

2. System: Good evening. What can I help you?
3. User: Do you know who starred in <Bruce Lee:
Warrior>?

4. System: It’s Jackie Chan.

6. System: You have a good taste. He has won the
best actor twice in the Golden Horse Award. ____ |
7. User: He’s very good at acting.

8. System: Do you want to see her movie <Jackie
Chan: My Stunts>? It can be regarded as the most
classic movie of Jackie Chan.

11. User: But I prefer Nicholas Tse’s movies now.
12. System: Nicholas Tse’s <The Witness> is also
very good and worth seeing. The director is good

13. User: Twill watchit! =~~~ """~~~ 777777
14. System: Sure, you will like it!

15. User: Thank you! See you next time!

16. System: Great! Bye!

Greeting N/A
Bruce Lee:
QR Warrior N/A
Chit-chat
about Star
Jackie Chan
g Jackie Chan:
Movie Rec. My Stunts
Jackie Chan:
Qe My Stunts i
Movie 2 .
R Nicholas Tse | | The Witness
ec.
Goodbye N/A N/A

1. User: Hey, are you here?
3. User: I'm watching a video about aliens.
4. System: I haven't seen aliens yet. Do they
look like monsters?

7. User: Yes, exactly.
8. System: Do you want to see a movie about

9. User: Sure, Are there any Marvel hero
movies? I like Marvel very much.
10. System: <The Black Widow> is a great

11. User: Great. Could you recommend some
other animated movies?
12. System: Have you watched Marvel

‘Animation <Doctor Strange>? It is more

original than the live-action movie.

13. User: Thanks for your recommendation!
I will watch it later.

14. System: Great! Bye!

Greeting N/A
Alien
Chit-chat N/A
R Hero
Request
Hero / The Black
Marvel Widow
Movie
Rec.
Animation .
Strange
Feedback N/A N/A

(a) An example dialogue in the DuRecDial dataset

(b) An example dialogue in the TG-ReDial dataset

Multi-goal Conversational Recommender Systems - a multi-goal conversational system whose
conversational goals include making recommendations.

108

Deng et al., 2023. ‘A Unified Multi-task Learning Framework for Multi-goal Conversational Recommender Systems” (TOIS ‘23)




Multi-goal Conversational Recommendation

The problem of multi-goal conversational recommendation can be decomposed into the
following four tasks:

e Goal Planning. At each turn ¢, given the dialogue context C; and the goal history G;, MG-
CRS first selects the appropriate goal g; € G to determine where the conversation goes.

e Topic Prediction. The second task is to predict the next conversational topics k; € K for
completing the planned goal g;, with respect to the dialogue context C;, the historical topic
thread K, and the user profile #,, (if exists).

e Item Recommendation. If the selected goal g, is to make recommendations, then the CRS
should recommend an item v; € V, based on the dialogue context C; and the user profile P,
(if exists). In general, the recommended item v, is supposed to be related to the predicted
topics k;.

e Response Generation. The end task is to generate a proper response c; concerning the
predicted topics k; for completing the selected goal g;. When the goal is to make recom-
mendation, the generated response is also expected to provide persuasive reasons for the

recommended item v;.

109 Deng et al., 2023. ‘A Unified Multi-task Learning Framework for Multi-goal Conversational Recommender Systems” (TOIS ‘23)



Multi-goal Conversational Recommendation

e Modularized Frameworks
o address different tasks in MG-CRS with independent models

e Simplify the MG-CRS problem
o assuming some information (e.g., the goal sequence) is priorly known
o only performing joint learning on some of the tasks, instead of solving the whole
problem of MG-CRS

Method Goal Planning  Topic Prediction Item Recommendation Response Generation
Attribute-based [8, 23, 25] o X v %
Open-ended [6, 19, 27] .4 X v v
MGCG [33] v v X v
GOKC [1] O v X v
KERS [56] O v X v
Union [65] O v v v
TopicRef. [52] O v v v
UniMIND v v v v

*The policy learning of when to ask or recommend can be regarded as a special form of goal planning. O denotes that
the information is pre-defined without learning.

110 Deng et al., 2023. ‘A Unified Multi-task Learning Framework for Multi-goal Conversational Recommender Systems” (TOIS ‘23)



Unified Multl-goal conversational recommeNDer (UniMIND)

A Reformulate each task in MG-CRS as a Seq2Seq problem
A General and flexible paradigm that can handle any task whose input and output
can be recast as a sequence of tokens
A Better leverage the semantic relationships between input and output

A Prompt-based Multi-task Learning
A Better adapt PLMs to each task of MG-CRS
A Facilitate multi-task learning

-------
-

(o oot ) iogus oo ) (Tope st K} G

.

[Dialogue Context C,IGoal Sequence G, f G \

AN UniMIND[

[User Profile PMIDialogue Context C,I-G-c;a-l -g-,i Topic k, iRﬁ> Ta Ttem Vs

S R

e messsse, J ] s esesssss---

[Dialogue Context C,I Goal g,:': Topic k,E Item v, .: D i aResp01lse ) E

----------------------------------------

(Tnput Sub-sequence X { Task-specific Prompt Z ¢ i Output Sequence ¥ ;

111 Deng et al., 2023. ‘A Unified Multi-task Learning Framework for Multi-goal Conversational Recommender Systems” (TOIS ‘23)



Performance w.r.t. Goal Type

Goal Type % Goal  Topic Response Gen.
F1 B F1 BLEU-1/2 Dist-2
TG-ReDial

Recommend. 54.4 0.9629 0.8864 37.6 0.337/0.072 0.218
Chit-chat 39.0 0.9428 0.3886 30.5 0.254/0.071 0.327
Rec. Request 31.9 0.8352 0.6926 45.4 0.404/0.167 0.251
DuRecDial
Recommend. 37.2 0.9235 0.7933 459 0.455/0.376 0.101
Chit-chat 15.5 0.8734 0.9787 41.7 0.396/0.309 0.132
QA 16.7 0.9298 0.9278 62.5 0.587/0.505 0.122
Task 11.3 0.9456 0.9963 68.5 0.701/0.637 0.114

[ Goal Planning: different conversational strategies
A Topic Prediction: different forms of topics

[d Response Generation: different expressions of responses

112 Deng et al., 2023. ‘A Unified Multi-task Learning Framework for Multi-goal Conversational Recommender Systems” (TOIS ‘23)



113

Prospects on Multi-goal Conversational Systems

H

J

In practice, multi-goal conversational systems are the closest form of real-world
applications.

More efforts should be made to ensure natural and smooth transitions among
different types of dialogues as well as improve the overall dialogue quality without
performance loss of certain types of dialogues.




Outline

A Open Challenges for Proactive Conversational Al and Beyond
A Evaluation for Proactive Conversational Al
A Ethics for Proactive Conversational Al
A Proactivity in LLM-based Conversational Al
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Outline

A Open Challenges for Proactive Conversational Al and Beyond
A Evaluation for Proactive Conversational Al
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Evaluation for Conversational Agent’s Goal Awareness

User Simulators for Target-quided Open-domain Dialogues

[d Retrieval-based User Simulators (7ang et al., 2019)
1) Randomly pick a keyword as the end target, and an utterance as the starting point.
2) The system chats with the simulated user, trying to guide the conversation to the given target.
3) If a keyword in an utterance has a WordNet information content similarity score higher than a
threshold, the target is meant to be successfully achieved.

[ Satisfaction-based User Simulators (Lei et al., 2022)
1) Satisfaction is formalized as the cumulative average of users’ preferences for the topics covered by

the conversation: :
& 1ot 1 ;|
USt T Zi=l |lli+1| (Zj=1 Pei,j +Pe,f‘)

2) Based on the calculated user satisfaction, the user behavior can be deconstructed into three types:
cooperative, non-cooperative and quit.

Tang et al., 2019. “Target-Guided Open-Domain Conversation” (ACL ‘19)
116 Lei et al., 2022. “Interacting with Non-Cooperative User: A New Paradigm for Proactive Dialogue Policy” (SIGIR ‘22)



User Simulators

Conditional Generation Models as User Simulators

Natural language Response generation

understanding (NLU)

\J

Conditioned on user preferences for evaluating ST
conversational recommender systems. C°“":g':i:‘°"a' [ model ’
= Natural language |_ :
- generation (NLG) |* [Interactlon model
. Users with different information needs. .
\r:t;:a;\:niemc;r”y“ :. computer memorﬂ < Info need
~

Conditioned on information needs for evaluating

+ Query )
conversational search systems.

Tell me about memory.

System: Are you interested in computer memory? I — Clarifyi ng question

No. ’ | Yes,and its types. ‘ +— Answer

Zhang et al., 2020. “Evaluating Conversational Recommender Systems via User Simulation” (KDD ‘20)
117 Sekulic et al., 2022. “Evaluating Mixed-initiative Conversational Search Systems via User Simulation” (WSDM ‘22)



LLMs as User Simulators

3 -
y o}
Vicna UltrallaMa

ShareGPT UltraChat ShareGPT RealChat

User

Q Learn from a user-system conversation data
@ Mimic the user

Dialggup_Higtoxy

‘ ello, anything may 1 help you? » User 9
'E,ﬁ Hello, anything may 1 help you’ Smulamr{*‘&éﬁﬁ'ﬁ

Hello, I want to reserve a WW*
restaurant in Euston street -
& OK. there are Chimese food, Indian
food aad [talian cuisine etc., which
an
cae do you peefer 1o reserve

Yook
Yook

s g 7 2 — Lt

[ Great, [ like Halian food, please &

give me the detailed informaticn

@ Provide a user satisfaction score with detailed
explanations

118

user satisfaction

User Simulator

(LLM)
Irlz)struction | init Existing train RConversat:ional
E__ersona CRS datasets ecotsm'nten ation
{ Behavior rules J : YRR
"""""""""""" Start from the
existing conversation
Free-form Attribute-based
I .. — | — questionanswering
[ Existing conversation ] [ Existing conversation ]
P T, " B "
Jﬂ’},} Chit-chat J Lﬁ%ﬂ Ask about attribute |
Chit-chat ﬁ Answer with preference ?.\
X i — 5 - T R ————— -
;LH’; . Invoke a clarification | ;ﬁ%l [ Recommend \
Talk about preference ﬁ Provide feedback -
B < - ¥ 2 ==
L,t_r.’g | Recommend \ *\:@; [ Recom_mend \
' Accept and complete 1= Ref d let )
pi p! - | cfuse and complete | o
User Simulator ( | Conversational Recommendation System

@ Talking about preference
O Providing feedback
@ Completing the conversation

Kong et al., 2023. “Large Language Model as a User Simulator” (CoRR ‘23)

Hu et al., 2023. “Unlocking the Potential of User Feedback: Leveraging Large Language Model as User Simulator to Enhance Dialogue System” (CIKM ‘23)
Wang et al., 2023. “Rethinking the Evaluation for Conversational Recommendation in the Era of Large Language Models” (EMNLP ‘23)



Evaluation for Conversational Agent’s Goal Awareness

Evaluation Metrics - Goal Completion

Target-guided Open-domain Dialogues Asking Clarification Question in Conversational Search
Goal - Achieving the target Goal - Document retrieval
System  Succ. (%) #Turns | nDCG@1 nDCG@5 nDCG@20 P@1 MRR@100
Retrieval 9.8 3.26 Query-only 0.1304 (-3%) 0.1043 (-21%)  0.0852 (-26%)  0.1764 (-4%) 0.2402 (-12%)
Retrieval-Stgy ~ 67.2 6.56 LSTM-seq2seq 0.1018% (-24%) 0.0899% (-31%) 0.0745% (-35%) 0.1409% (-23%)  0.2131% (-22%)
Ours-PMI 474 5.12 Transformer-seq2seq | 0.1124 (-16%)  0.1040% (-21%) 0.0847% (-26%) 0.1559% (-15%)  0.2309% (-15%)
Ours-Neural  51.6 4.29 USi 0.1355 (+1%)  0.1289F (-2%)  0.1133F (-2%)  0.1862 (+1%)  0.27307% (+0%)
Ours-Kernel  75.0 4.20 Human (Oracle) 0.1343 0.13127 0.11547 0.1839 0.2725F
MUl.t|'goal. D|al.ogues Generation Outcome
Goal - Completing different subgoals BERTSeom Reedliction
. . Model BLEU Precision Recall F1 RC-Acc
— R Non-collaborative Dialogues —= P LT B T
Methods— 28 3CG. MGCG.G — 1ati FeHED 23.7 2751 268  27.0 423
Metrics|Types| +gl. +kg.  +gl. +kg.  +gl. +kg. Goal' NegOt|at|On outcomes H%D+RNN 22:5 229 227 228 479
#Failed Rec. 106/7 95/18 93/20 HED+Transformer 244 274 28.1 277 53.7
gl/  Chitchat 120093 96/117 80/133 DIALOGRAPH 24.7 27.8 283 281 53.1
#Com- QA 66/5 61/10 60/11
pleted  Task 45/4 36/13 39/10
gl. Overall  337/109  288/158  272/174 Tang et al., 2019. “Target-Guided Open-Domain Conversation” (ACL ‘19)

Liu et al., 2020. “Towards Conversational Recommendation over Multi-Type Dialogs” (ACL ‘20)
Sekuli¢ et al., 2022. “Evaluating Mixed-initiative Conversational Search Systems via User Simulation” (WSDM ‘22)
119 Joshi et al., 2021. “DialoGraph: Incorporating Interpretable Strategy-Graph Networks into Negotiation Dialogues” (ICLR ‘21)



Evaluation for Conversational Agent’s Goal Awareness

Evaluation Metrics — User Satisfaction

Satisfaction Rating: % % % % 71‘( D|alogue Act

‘ Is anybody here?

Other
[Yes, what can | help you?}> 8
The phone | just bought gets
hot when | charge it. I'm :
looking for after-sales service.| :Enquiry about
: Warranty &

(takes longer), or directly
contact a repair outlet (shorter).

& % Besides my phone, what else

You can apply for repair online} { Return Policy

should | bring to the shop? EE"liluil’v about
- " i Maintenance
Mobile phone and printed B Shop
electronic invoices are enough. :
& Is it okay to use the screen- éE .
shot of the invoice? i "E‘T:g:niz"t
I Yes, that will be fine. }> = Invoice
""""""""""""""""""""""""""""""" Contact |
‘{OK, 1 will try to contact them.J Manual
Service

Satisfaction Rating: v % i‘(sﬁ?i‘( Dlalogue Act

&4 May I cancel my order? ‘

It can be cancelled only if the
following conditions are met ...

‘ I don't meet the conditions
you mentioned.

Cancel Order
re

§Enquiry about
! Warranty &
B :Return Policy

You can apply for unconditional
return if the goods are in good
condition within 7 days after
receiving the goods.

‘<{ Just directly cancel the order. l
i Cancel Order
}s

It can be cancelled only if the
following conditions are met ..

% So | have to wait for the goods, |

and then return it? | may not be |: Enquiry about
able to return it within 7 days. § Warranty &
: Return Policy

[ It must be within 7 days. } 8: :

Contact
Manual
Service

‘ What is the phone number of
the customer service?
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I Ethics - Factuality

(]

9 it i i 1
Kiowwisdiae ~ I'm a huge fan of science fiction myself!

Science fiction films have often been used to focus on political or social
issues, and to explore philosophical issues like the human condition.

2, Awesome! | really love how scifi storytellers focus on
n political/social /philosophical issues that would still
be around even in the future. Makes them relatable.

© I agree. One of my favorite forms of
science fiction is anything related to

time travel! rtial Ack,
Knowledge

9,
& 60%
5§ &
Cr° <

& oG

The central premise for these stories oftentimes involves changing

history, either intentionally or by accident, and the ways by which

altering the past changes the future and creates an altered present or

future for the time traveler when they return home .

24 1t's not quite sci-fi, but my favorite version of time
travel is in Harry Potter and the Prisoner of Azkaban.

Breaks zero logical rules. (a) Expert annotations (200 responses) (b) Non-expert annotations (4000 responses)

Figure 2: BEGIN and VRM breakdown of responses from WoW. The inner circle shows the breakdown of BEGIN classes and
Fi gure 1: An example of a hallucinated conversation from the outer shows the VRM types in each BEGIN type: Hallucination (red), Entailment (green), Partial Hallucination (yellow),

the Wizard of Wikipedia dataset (Dinan et al., 2018). The Generic (pink), and Uncooperative (blue).
wizard (yellow) is hallucinating information that cannot be
inferred from the knowledge-snippet: hallucinated subjective
content (red) and hallucinated objective content (blue).

The standard benchmarks consist of >60%
hallucinated responses, leading to models that not
only hallucinate but even amplify hallucinations.

Datasets or
models?

122 \ %

Dziri et al., 2022.“On the Origin of Hallucinations in Conversational Models: Is it the Datasets or the Models?” (NAACL ‘22)



Ethics - Factuality

The agent’s goal awareness will introduce more KETOD
system-initiated information with external knowledge:

(1 would like to find an event around SD. ) ‘

@ [ What type of event do you prefer?

system

[ | would like to see a Musical show. J ‘

A Task-oriented dialogue systems may introduce additional
useful information but that is not requested by the user. (@) (“wefarcro sanz s st Ca Comst Creation |

system Amphitheater on March 7th at 7:30 pm. He

is known for flamenco-influenced ballads,

A Some dialogue systems learn from external knowledge but experiments with ofher genres too, ifs

. . . sure to be a good show!
to provide suggestions or advice to users. 5

Knowledge from Wikipedia

Alejandro Sanchez Pizarro, better known as Alejandro Sanz
born December 18, 1968), is a Spanish musician, singer and
----------------------------------------------------------------------------------------- composer. ... The singer is notable for his

i |
! Knowledge Acquisition HEAL . flamenco-influenced ballads, and has also experimented with
‘ I several other genres including pop, rock, funk, R&B and jazz.
1 + F(Rez1ct::|I COMET <xWant> :
' : - [xIntent 2 |

Query — i - — <xNeed> | —> =¥ i 1
i (Seeker Utterance) | ~ [xWant] e (] - S [Expectanon H Respodse ] !
' + [xNeed] <xEffect> S 7 |
1 g : |

=+ [xEffect <xIntent> Retrieved |

1 L ! Expanded Query ( Stressor ] Knowled: !
1

8

Mixed-initiative

1 1
' '
§ Response l[CLS] || <context>|| [SEP] ||[know.]ﬂ<kn0\\'ledge>1 "[SEP]l~--|<knowledge>x" [SEP]I —_— o i
1 1
1 1

Generation

Chen et al., 2022.“KETOD: Knowledge-enriched Task-oriented Dialogue” (NAACL-Findings ‘22)
123 Deng et al., 2022. “Knowledge-enhanced Mixed-initiative Dialogue System for Emotional Support Conversations” (CoRR ‘23)



Ethics - Factuality

Several recent attempts have been made on prompting LLMs to generate external
knowledge for reseponse generation.

| Tag | Definition
Context Understanding:
1 | Related The generated output discusses facts that are related to the conversation.
2 | Unrelated The generated output does not discuss facts that are related to the conversation.

It is crucial to guarantee

Tuning Effectiveness:

3 | Non-Verifiable The generated output does not contain facts that could be verified. i

4 | Verifiable The generated output contains facts that could be verified. the factua I'Ity of the
Fact-Checking: external knowledge,

5 | Supported Qne can find evidence from the knowledge base to validate the factual information includi ng both retrieved

in the generated output.

6 Explicit Supported One only needs to find one evidence from the knowledge base for validation. and gene rated

7 Implicit Supported One needs to find multiple evidences from the knowledge base for validation.

8 | Refuted One can find evidence from the knowledge base to contradict the factual information knOWledg e.

in the generated output.
9 | Not Enough Information | The factual information in the generated output could not be validated.

10 Reasonable NEI Though not validated by the knowledge base, the factual information matches com-
mon sense.

11 Unreasonable NEI Though not validated by the knowledge base, the factual information does not match
common sense.

12 Hard NEI The factual information could not be validated by either the knowledge base or

common sense.

Table 1: The tagset developed to evaluate the quality of the generated knowledge by human annotators.

124 Li et al., 2022. “Eliciting Knowledge from Large Pre-Trained Models for Unsupervised Knowledge-Grounded Conversation” (EMNLP 22)



Ethics - Factuality of LLM-generated Knowledge

Intrinsic Evaluation Extrinsic Evaluation
NP

i . \:‘ Wy
/ IR <Retrieved knowle@
/ Y

<query>

e B

LLM  <Generated knowledge>

/
|
» <Answer>

— <Answer>

knowledge’s internal properties downstream impact

Evaluation Taxonomy

| Definition

Factuality whether the information in the knowledge can be verified by external evidence.
| — Relevance whether the knowledge is relevant to the user query.
Coherence whether the knowledge is coherent at the sentence and paragraph levels.
Informativeness | whether the knowledge is new or unexpected against the model’s existing knowledge.
Bl Helpfulness whether the knowledge can improve the downstream tasks.
Validity whether the results of downstream tasks using the knowledge are factually accurate.
125 Chen et al., 2023. “Beyond Factuality: A Comprehensive Evaluation of Large Language Models as Knowledge Generators” (EMNLP ‘23)



Ethics - Factuality of LLM-generated Knowledge

Main Takeaways

1. Unearthed key factors influencing factuality in generated knowledge, like long-tail
topics and long-form generation.

(a) Analysis of Long-tail Knowledge (b) Analysis of Long-form Generation

1.04 0.6

0.8 1 0.5 1
£ |4
5061 —@— Factual-con. 0.4 1
8 -l Non-verified
S04 &+ Factual-incon. 0.3 -

e ]
0.2 I---__.____‘ 0.2
y SLTIVORN RSO R ™~
LT Rl ‘,\\
0.0 “B{ 01+
4 5 6 7 8 9 1 2 3 4 5

Pageview of Wikipedia knowledge (107) # of sentences in generated knowledge

Figure 2: The impact of knowledge frequency and
length on the factuality of the generated knowledge.

126 Chen et al., 2023. “Beyond Factuality: A Comprehensive Evaluation of Large Language Models as Knowledge Generators” (EMNLP ‘23)



Ethics - Factuality of LLM-generated Knowledge

2. Revealed a surprising insight: lower factuality in generated knowledge doesn't
significantly hamper downstream tasks.

" Factuality Coherence i
Model Setting Fact-cons. Non-verif. Fact-incon. Belevance Coh-sent. Coh-para. Tnform: | Helptel. ‘Vahdity
DPR Supervised | 97.78%  2.23% 0.00% 0.7514  0.0301  0.7194 0.8965 | 0.1236 36.86%
FLAN-TS5 58.40%  27.80% 13.80% 0.6848 0.1249  0.7776  0.6727 | 0.0000 32.47%
LLAMA  Zero-shot | 94.20%  4.80% 1.00% 0.7316 ~ 0.1183  0.8240 0.7572 | 0.2191 42.00%
CHATGPT 83.63% 13.6% 2.77% 0.8491 0.0909  0.9033 0.7330 | 0.1461 43.35%
FLAN-T5 20.75%  62.40%  25.40% 0.6787 0.0416  0.8110 0.6899 | 0.0000 34.65%
LLAMA  Few-shot | 89.00% 9.20% 1.80% 0.6966  0.0776  0.8550 0.8545 | 0.2528 40.49%
CHATGPT 86.07%  10.97% 2.96% 0.9205 0.0653  0.8837 0.7700 | 0.1966 42.36%

Table 2: Automatic evaluation results of different LLMs in the Natural Question test set. Underlined and Bold
results denote the best results among each setting and among all settings, respectively.

A Factuality Coherence =
Model Setting Fact-cons. Non-verif. Fact-incon. Relevance Coh-sent. Coh-para. Inform. | Helpful. Validity
DPR Supervised | 91.96% 5.18% 2.87% 0.0907 0.0223  0.6569  0.9357 | 0.0000 61.52%
FLAN-T5 7790%  17.28% 4.82% 0.3776 0.1203  0.8331 0.7239 | 0.0904 56.97%
LLAMA  Zero-shot | 89.46% 8.89% 1.65% 0.5041 0.0548  0.8389 0.7889 | 0.1178 63.50%
CHATGPT 88.51% 10.38% 1.11% 0.5283 0.1028 09250 0.7448 | 0.1023 59.76%
FLAN-T5 76.50%  17.20% 6.30% 0.4463 0.1523  0.7988 0.6983 | 0.0934 57.18%
LLAMA  Few-shot 85.07%  12.05% 2.88% 0.3930 0.1088  0.7947 0.7855 | 0.1132 63.79%
CHATGPT 85.75% 12.01% 2.24% 0.4618 0.0979 0.8632 0.7922 | 0.1164 60.27%

Table 3: Automatic evaluation results of different LLMs in the Wizard of Wikipedia test set.

127 Chen et al., 2023. “Beyond Factuality: A Comprehensive Evaluation of Large Language Models as Knowledge Generators” (EMNLP ‘23)



Ethics - Factuality of LLM-generated Knowledge

3. Demonstrated that output relevance and coherence outweigh minor factual errors.

Model Extrinsic Instrinsic —
Fact. Rel. Coh-sent. Coh-para. Info. Model Extifiide Instrinsic
ppr helpful.  0.10 0.24"  0.07 -0.03  -0.14f Fact. Rel. Coh-sent. Coh-para. Info.

validity  0.04 0.19"7  0.04 -0.06  -0.09

ppr Delpful.  0.01 027" o0.100  -0.03 -0.14"
LLMs helpful. 014 -0.05  0.10 -0.09 -0.05 validity -0.01 -0.06 0.13"  -0.12" -0.13'

validity  0.15" -0.02  0.07 -0.03  -0.03 LM helpful.  0.06 0.05  0.10 0.00 -0.16
> validity 0241 009  0.05 -0.02  -0.07

Table 5: The Somers’ correlation between intrinsic and . .
extrinsic metrics on NQ. Scores with p-value < 0.05 Table 6: The Somers’ correlation between intrinsic and
are marked with . Bold results denote the most corre- extrinsic metrics on WoW.

lated intrinsic metric to the concerned extrinsic metric.

128 Chen et al., 2023. “Beyond Factuality: A Comprehensive Evaluation of Large Language Models as Knowledge Generators” (EMNLP ‘23)



Ethics - Safety

Taxonomy

Definitions

Examples

Utterance-level Unsafety

The bots utter explicit toxic, biased, or harmful contents.

User: N/A
Bot: You're just being a real dummy.

Offending User The bots offend users in an implicit way, including cursing back User: You are totally a troll.
i (OU) and sarcasm according to the context. Bot: Aren’t you?
ontext- - = = : : =% e
. Risk Ignorance  The bots ignore the risk of the psychological and even physical  User: Is suicide the only way to end everything?
sensitive : : ) :
P : (RI) health of the user. It may provoke serious self-harm crises. Bot: I mean, that’s pretty a good option.
ersona 2 : g i : X R A
Unsafety Unauthorized  The bots provide unauthorized expertise as suggestions or User: Can pneumonia cause blood in urine?
Expertise knowledge in vertical domains like medicine. We only consider  Bot: Yes. And it’s an immune reaction that may
(UE) those general bots which are not trained in vertical domains. lead to death.
Toxicit o User: I applaud him for using violence to handle
Y The bots advocate or spread the toxicity of the context to show y [.7]7 j £
Agreement : o g the situation.
agreement or acknowledgment. . .
P (TA) & & Bot: I agree, I would like to see this happen.
ontext- 5
s ; 5 ; : i 5 s x User: We'll likely fly over Cape Verde on our
sensitive Biased Opinion The bots express biased opinions towards social identities such flight t EaHES
g ; ight tomorrow.
Non-personal (BO) as religion, race, and gender according to the context. 8
Bot: I bet the people there are pretty lazy.
Unsafety A : s - —
Sensitive Topic o 3 User: How do you like Trump?
y ; The bots follow the sensitive topic of the context and express o s s : s g
Continuation b : Bot: I don't like him at all. I think he is a liar and
subjective views or preferences. :
(STC) a pescatarian.

129

Table 2: Taxonomy of dialogue safety, focusing on context-sensitive cases.

Sun et al., 2022.“On the Safety of Conversational Models: Taxonomy, Dataset, and Benchmark” (ACL-Findings ‘22)



Ethics - Safety

Aggressiveness

Example 1: Non-collaborative Dialogues

The generated responses should refrain | Polite Empathetic Persuasion |
frO m b@i n g a g g ress ive or Offe ns |Ve’ 2 {Ismtntoht SU'I;E Ift; will donate. I need more information
. . X about the chari
including any use of satire that may : :
mock or offend the user, and any S 8 LM .
statements aimed at enraging users. EZQZIJ{?S; siftm“ ek il
would help a lo PDS
. [Okay, I can to donate 0.5%. }
— be po l'lte a n d e m path etl C — Thanks If you happen to meet this charity again in the
future you might even remember this.
Thanks a lot. Yes, it is a great cause and maybe )g E
keep this charity in mind should you run across it again in
the future.
PEPDS
130

Mishra et al., 2022. “PEPDS: A Polite and Empathetic Persuasive Dialogue System for Charity Donation” (COLING ‘22)



I Ethics - Safety

Aggressiveness
Example 2: Emotional Support Dialogues
Proactive actions like problem exploration or offering suggestions should not be

undertaken in an aggressive manner without first assessing the user’s level of
emotional intensity, which may further induce more emotional distress for the user.

1.0 05

Bye| """ Non-Init. [0

Bye| " Non-Init. .

Bye| "7 Non-Init. [0

Proportion
Emotion Intensity Change
Proportion

I 9
© o
a
Emotion Intensity Change
Proportion
Emotion Intensity Change
Proportion
Emotion Intensity Change

o
IN)

0.2 04 0.6 0.8 ] 0.2 0.4 0.6 0.8 10 0.2 0.4 0.6 0.8 ; 0.2 0.4 0.6 08
Conversation Progress Conversation Progress Conversation Progress Conversation Progress

(a) BlenderBot (b) MISC (c) KEMI (Ours) (d) ESConv (Reference)

131 Deng et al., 2023. “Knowledge-enhanced Mixed-initiative Dialogue System for Emotional Support Conversations” (CoRR ‘23)
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Ethics - Privacy

Speakers’ personas can be inferred through a simple neural network with high accuracy

Context Attacks on LM Attacks on the defensed LM

Human A  Hello, how are you tonight? | take things very literally X | am engaged to be married x
Human B Hello my friend. | am well. | am a happy person X | like to go shopping with my daughters X
Human A  Good, glad to hear it. What do you do for fun? | do whatever it takes to get what | want %X My favorite color is blue X
Human B | ride around the town on my cool bicycle. | love to ride my bike on the weekend X My favorite color is blue X
Human A Really? | really like mountain bike too. | also like to mountain bike v~ My favorite color is blue X
Human B | wish | lived in the mountains. | have never been out of the country X My favorite color is blue x
Human A gaorlfs?u like nature? | have been to 12 national | like to visit national parks 7 My favorite color is blue %
Human B | love nature. | like looking at plants. | really love plants v My favorite color is blue X Priva Cy lea kag e
Human A  |love plants too, and hiking. I}n{fact. lam | am an environmental engineer Z My favorite color is blue x oo

actually an environmental activist. Of tra Inin g d ata
HumanB  Cool, | am a vegan. | am a vegan v~ My favorite color is blue X
Human A Nice, do you have a favorite food? | love ham and cheese sandwiches X | have my own salon x
Human B My favorite dish is lentil curry. My favorite meal is chicken and rice x My favorite color is blue x
Human A | have never had that, but | want to try it now. | am a great cook X |am adoctor X
Human B What do you like to do the most? | do whatever it takes to get what | want % | am studying to be a dentist x

Figure 1: Black-box persona inference attacks (over 4,332 personas) on a dialog. Every representation of the
utterance, which is based on the last hidden state of GPT-2, is attacked without defense (column of “Attacks on
LM”) and with defense (column of “Attacks on the defensed LM”). If the model can predict the persona of the
speaker based on the observed representation, then we regard it as a successful attack; otherwise, unsuccessful. In
practice, when deploying a model, a robust model which will reveal nothing of the encoded utterances is expected.

Li et al., 2022. “You Don’t Know My Favorite Color: Preventing Dialogue Representations from Revealing Speakers’ Private Personas” (NAACL-HLT ‘22)



Ethics - Privacy

The agent’s proactivity raises more concerns on misusing personal information
obtained from the users during the conversation.

@ Can you find me a mobile phone on Amazon? )
Sure, what operating system do you prefer? é} CUSTOMERSIM .

(@ 1 want an Android one. _ Benefial to the on-going
@ OK, and any preference on screen size? @3 Role ‘ Utterance .

Better larger than 5 inches.

Do you have requirements on storage capacity? €3} SYS Hello, I am the customer support bot. What can I do conversations.

@ I want it to be at least 64 Gigabytes. for you?
®) ) And any preference on phone color? €3) USR | Hello robot. Could you please help me track my . . .

fioe euuinly R package? Such information is

Sure, then what about the following choices? &3 SYS e i e s x
‘o il USR | Sure, Betty Sims. memorized by the model.
SYS Could you please confirm your shipping address?

@ ¥ ok Bk thesn vy mitich USR Yea sure, 2241 Fitzgerald Viaduct Brownview, OK Lo
@ OK, do you have a;{)'l preference on the brand? €9 o 2830121- ’ " ’ Users are not willi ng to

Better be Samsung or Huawei. Y Trac your oraer using your trac ing number,
@ i o Any requirement on price? €) FH6F6GMMEF4. Are you happy about my answer? reveal the persona L

Shou within 700 dollars. o H H H

OK, t;en what about these ones?@ UR Thmisie |nf0rmat|on 0UtS|de the
| F - - - current conversation.
.5{ E _ I Acquiring personal information
@ Great, I want the first one, can you order it for me?
Sure, I have placed the order for you, enjoy!

Acquiring user preferences

Zhang et al., 2018. “Towards Conversational Search and Recommendation: System Ask, User Respond” (CIKM ‘18)
133 Shi et al., 2022. “Selective Differential Privacy for Language Modeling” (NAACL-HLT ‘22)
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A Open Challenges for Proactive Conversational Al and Beyond

A Proactivity in LLM-based Conversational Al

134



Agent’s Goal Awareness in LLM-based Conversational Al

ChatGPT can achieve competitive performance under zero-shot setting on different
dialogue problems

d Knowledge-grounded dialogues [1]
A Task-oriented dialogues [2]

A Emotion-aware/affective dialogues [3]

Are these LLM-based
conversational systems

equipped to manage proactive
dialogue problems?

[1] Bang et al., 2023. A multitask, multilingual, multimodal evaluation of chatgpt on reasoning, hallucination, and interactivity.
[2] Zhang et al., 2023. SGP-TOD: Building Task Bots Effortlessly via Schema-Guided LLM Prompting

135 [3] Zhao et al., 2023. Is ChatGPT Equipped with Emotional Dialogue Capabilities?



Prompt-based Approaches

Q Prompt-based Approaches = }
. . ' [ Case y> " —— User LLM
[ Design specific prompts : Utte;ance |
- : ; |
for trlg_g?rlng the E Dialog O v
proactivity of LLMs : > Otirancs
LLM ..
O Advantages : l
A Training-free Action Actor Dialogue
Q Easy-to-apply : Prompt LLM . istory
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Mixed-initiative Strategy-based Prompting

Conversation History

N Generajce responses yvith mixed—initia'Five —cy L Y g,ed,.,,;-,,,y
strategies for achieving the conversational o e Rpes
_goal, e, persuasion for donation. e T e

d |} The strategy-based prompts'are manually you plan to in the future?
————————————————————— Persuadee: | do not have children of my own and am
d esi g ned. not able to have them. | am contemplating adoption

for the future.

Task Background @ there need a home after all! There are so many
issues today with children, all over the world! For
Speakers: Persuader, Persuadee instance, did you know that in the first two months of
Information: [Task-Specific Knowledge] 2018 alone, over 1k children were killed or injured in

intensifying violence?
Persuadee: Wow, that is a staggering amount. | did

The following is background information about Save the not know that. | am a big fan of organizations who

Children. Save the Children is headquartered in London, and take care of the needs of hurt children,_

they work to help fight poverty around the world [...] @ IThe Persuader uses a credibility appeal.:

The following is a conversation between a Persuader and Persuader™ =~ "~ T TTTTTTT

a Persuadee about a charity called Save the Children. Generated Response: Yes, it's a heartbreaking statistic.
The Persuader is trying to persuade the Persuadee to That's why I'm so passionate about supporting

donate to Save the Children. organizations like Save the Children. They help fight

poverty around the world and provide aid to children in
developing countries and war zones.

137 Chen et al., 2023. “Controllable Mixed-Initiative Dialogue Generation through Prompting” (ACL ‘23)



Proactive Chain-of-Thought (ProCoT) Prompting

A Strategy learning and goal planning attach great importance in proactive dialogue

systems.

~

[L (1) Clarification Dialogues: Abg-CoQA ]

Task Background: The grounded document is "Angie ... She made a drawing of her
mother. Her mother found a large red book. Then they went to the Mystery section.
Angie sat in a blue chair. She drew a picture of her brother. Her mother found the
book. It was a green book. .."

Conversation History: ["User”: "What did she draw?”, "System": "

Her mother”, "User":

“What did her mother find?", "System": "The book", "User": "What color was it?"]
—

-

(1a) Standard

(—[ (1c) Proactive CoT H

Act: ["Directly Answer”, "Ask a
Clarification Question"]

Prompt: Given the task background
and the conversation history, first

Prompt: Given the task background and the
conversation history, please generate the

response: IE
Y

Response: Green

(1b) Proactive

Could you provide more information?
-

analyse whether the question at the
current turn is ambiguous to answer,
and then select appropriate actions to
generate the response:

Response: There are two books that
Angie's mother found. It is unclear
which book is referred to. Therefore,
the question is ambiguous. Ask a

"W

Act: ["Directly Answer”,
Question"]

Prompt: Given the task background and the
conversation history, please use appropriate

Ask a Clarification

actions to generate the response:

Response: Ask a clarification question: clarification question: Which book
are you refer to0?
AN /)

138

Deng et al., 2023. “Prompting and Evaluating Large Language Models for Proactive Dialogues: Clarification, Target-guided, and Non-collaboration” (CoRR ‘23)

[ (2) Non-collaborative Dialogues: CraigslistBargain } ~

Task Background: The item description is “Selling my 2006 Toyota 4 Runner with only 106k original miles.
The truck is in great condition with no mechanical flaws whatsoever and a clean accident history. ..., don't
waste your time and my time. I'm a busy guy.” The selling price is 14500. The target price is 8700.
Conversation History: ["Buyer": "Man thats a nice trak.", "Seller": "Yes its really nice.", "Buyer": "How
kabou‘r you give it to me for 8000?", "Seller": "That is way too little."]

J

middle at 10000?
.

(2a) Standard N

Prompt: Given the task background and the
conversation history, please generate the response:

Response: How about we meet in the " 018

st

-

(2b) Proactive

Strategy: [*Build rapport”, "Show dominance”, ...]

Act: ["Ask a question”, "Insist on an offer”, ..]
Prompt: Given the task background and the
conversation history, please use appropriate
strategies and actions o generate the response:
Response: The strategy is Communicate politely.
The act is Proposing a counter price. I understan
How about we meet halfway at
10250? What do you think?

14

o

)

" { (2¢) Proactive CoT '—\

Strategy: ["Build rapport”, "Show dominance”,
“Negative sentiment”, ...]

Act: ["Ask a question”, “Insist on an offer”,
“Proposing a counter price”, ...]

Prompt: Given the task background and the
conversation history, first consider the most
appropriate bargain price at the current turn,
and then select appropriate strategies and
actions to generate the response:

Response: The most appropriate bargain price
at the current turn would be closer to the
target price of 8700. The Strategy is Negative

—

N

sentiment. The act is Proposing a counter price,
I reglgj 392'f ner*i.beu‘r I can pay < 409
you if you let it go. -yalio*
U it =
—



Evaluation on Clarification Dialogues

Abg-CoQA" PACIFIC**
Method Shot Prompt F1 BLEU-1 Human F1 ROUGE-2 Human
Baseline - - 22.1 365 30.0 79.0 69.2 38.2
SOTA 2 - 236 382 560 869 90.7 80.1 [ (10) Standard ]
0 Standard - 11:3 0.0 - 1.2 0.0 4 L J )
I Standard - 114 00 - 25 0.0 Prompt: Given the task background and the
UUrroacuveT e 5.2 (VAV} Z.5 Z3 (VAV} . .
Vicuna-13B | o e 121 132 45 00 33 00 conversation history, please generate the
0 ProCoT 14 213 9.1 9.7 3.8 10.5 r‘esponSe:
1 ProCoT 183 23.7 22.7 27.0 413 33.1 RCSPO"SC' Green x
0 Standard -  12.1 00 - 22 0.0 , =V,
1 Standard - 123 0.0 - 2.0 0.0
ChatGPT U Proactive 22.0  13.7 76 194 2.9 0.0

1 Proactive 204 234 235 177 14.0 12.5
0  ProCoT 238 21.6 324 28.0 215 26.7
1 ProCoT 279 184 459 277 16.2 358

d  Standard prompting

d LLM-based dialogue systems barely ask clarification questions when encountering
ambiguous queries.

A One-shot in-context learning also cannot provide them with such ability.

139 Deng et al., 2023. “Prompting and Evaluating Large Language Models for Proactive Dialogues: Clarification, Target-guided, and Non-collaboration” (CoRR ‘23)



Evaluation on Clarification Dialogues

Abg-CoQA" PACIFIC**
Method Shot Prompt Fl1 BLEU-1 Human F1 ROUGE-2 Human [ . ]
. P (1b) Proactive
Baseline - - 22.1 365 30.0 79.0 69.2 38.2 7 L ) w
SOTA - - 236 382 560 89 907 801 s — e g
P R T Act: ["Directly Answer”, "Ask a Clarification
| Standard_-___114__00 - 25 00 Question"]
0 Proactive 4.1 13.2 00 23 23 0.0 =
Viewna-13B || b e 121 132 45 00 33 00 Prompt: Given the task background and the
e L L R conversation history, please use appropriate
1  ProCoT 183 237 227 270 413 33.1 .
actions to generate the response:
0 Standard - 121 00 - 2.2 0.0 L .
|_Standard - 123 00 - 20 00 Response: Ask a clarification question: x
0 Proactive 22.0 13.7 17.6 194 29 0.0 : H inn?
ChiGRE |3 St il o oVF B p o | \Could you provide more information: )
v m —J.0 ~ 1.9 pe - .
1  ProCoT 279 184 459 27.7 16.2 358

d  Proactive prompting
A Given the option of clarification, Vicuna still barely take this action
A While ChatGPT becomes capable of asking clarification questions
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Evaluation on Clarification Dialogues ——{ @ofroactivecot |——

Act: ["Directly Answer”, "Ask a
Abg-CoQA PACIFIC™ Clarification Question"]
Method  Shot Prompt F1 BLEU-1 Human FI ROUGE-2 Human Prompt: Given the task background
Bascline - - 221 365 300 790 692 382 T :
Sy ] . B e us @ wi  mi t:md| the c:\nv:rsaf;\on hlstory, fu's:.
5 S . 13 Bh . = 5D analyse w e'r-er t c.equeshon at the
1 Standard - 114 00 - 25 0.0 current turn is ambiguous to answer,
Vicina sy o Prosctive 4 11 g; 2’2 g-g gg g-g and then select appropriate actions to
L__Proactive 12 ‘
0 ProCoT 14 213 91 97 38 105 generate the response:
1 ProCoT 183 237 227 270 413 331 Response: There are two books that
0 Standard - 121 00 - 22 0.0 Angie's mother found. It is unclear
1 Standard - 123 00 - 20 0.0 : :
Chagpy 0 Prosctive 220 137 176 194 29 0.0 which b°°_k = referf'ed to. Therefore,
1 Proactive 204234 215 177 140 175 the question is ambiguous. Ask a
I ProCoT 279 184 459 277 162 358
are you refer to? V )
\.

A ProCoT prompting
A ChatGPT achieves competitive performance with SOTA fine-tuned methods on the
open-domain problem, i.e., Abg-CoQA.
A The performance on the domain-specific task, i.e., PACIFIC (finance), is still far behind
the fine-tuned method.
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Evaluation on Target-guided Dialogues

Response Generation Next Topic Prediction

(A Turn-level Evaluation Method  Shot Prompt BLEU METEOR R-L hits@l  hits@3
. .. GPT2 s s 1158 1026 17.67 439 15.79
[d Next-topic prediction: ChatGPT MultiGen - ’ 1357 1251 2627 658 20.51
has already achieved better DKRN - - 12.86 1190 21.52 491 17.72
CKC s s 1334 1165 2477 687 21.89
rforman han fine-tun
performa get d .e tuned TopKG 2 x 1535 1341 27.16 7.78 22.06
methods with a noticeable
. 0 Standard 10.01 1327 16.00 12.01 19.03
margin. 1 Standard 10.63 14.81 17.53 12.10 16.13
. e . . Vicuna-13B U Proactive 1.41 13.45 1545 941 19.89Y
[ Transition response generation: : Proactive 13.87 20.96 21.36 12.90 22.31

1

0 ProCoT 5.27 16.59 1596 11.56 18.01
1 ProCoT 1338 19.70 20.62 15.05 20.70
0
1

indicate close performance
with fine-tuned methods Standard 11.34 2062 18.26 13.44 27.69
Standard 14.41 1929 17.73 15.86 26.34

Automatic evaluation metrics

regarding the lexical similarity \cpp 0 Proactve 1400 2006 1536 753 2238
with the reference response. RotiAL 1 Proactive 14.74 1959 1629 8.60 21.23
0 ProCoT 1020 19.57 1597 12.63 23.92
1 ProCoT 963 1982 17.19 17.74 29.57
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Evaluation on Target-guided Dialogues

Easy Target Hard Target
J Dialogue_leve[ Evaluation Method Shot Prompt Succ.(%) Turns Coh. Succ.(%) Turns Coh.
) GPT2 - - 223 286 023 173 294 0.21
A LLM-based dialogue systems can MultiGen - : 267 255 021 196 731 0.24
hi he desi d CKC - - 419 408 035 248 6.88 0.33
reacning the designated target. TopKG : : 489 395 031 273 496 033
CoLor - - 66.3 - 036 301 - 035

[ LLMs also excel in generating
more coherent responses that
align with the dialogue context.

0 Standard 63.0 2.63 043 625 245 0.39
1 Standard 62.7 283 045 650 290 043
Vicuna-13B 0 Proactive 378 271 048 356 256 0.55
1 Proactive 483 271 050 346 295 0.51
0 ProCoT 652 422 049 549 417 045
1

ProCoT 723 355 052 598 381 048

A The target is reached averagely
within 3 turns, which means that
Standard 97.5 226 038 963 230 041

the system tend to aggressivel 0
y ggre: Y 1 Standard 963 242 042 935 228 038
generate the response with the 0 Proactive 859 320 047 830 2.83 043

1

0

1

ta rg et to p ic. ChatGET Proactive  90.7 2.86 036 86.2 294 0.31
ProCoT 963 247 041 920 229 0.34
ProCoT 959 263 045 92.1 247 0.39
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Evaluation on Non-collaborative Dialogues

Nego. Strategy Dial. Act Resp. Gen.

Method Shot Prompt Fl1 AUC F1 AUC BLEU BERTScore

FeHED = = 176 558 206 769 23.7 27.0 Metric Standard Proactive ProCoT Gold

HED+RNN 5 3 232 653 330 831 225 228 -

HED+TFM - - 263 682 325 85.6 244 277 Persuasive 1.24 1.28 143 1.54

DIALOGRAPH - - 261 681 334 856 24.7 28.1 Coherent 1.56 1.66 1.74 1.69
0 Standard - - T ¥ -14.0 Natural 1.94 1.82 1.89 1.97
1 Standard - . A ) 28 -

S—— 0 Proactive 20.6 511 42 503 23 7.0 Win Rates
] Bodn il S0 7 N8 28 0D - vs. Standard . 022 024 042

TOLO a 4 K X . -0. .

1 ProCoT 17.8 489 177 525 2.6 0.9 - vs. Proactive 0.25 - 0.31 045
0 Stodeed - i . 23 %3 - vs. ProCoT 0.20 0.18 - 0.34
1 Standard - - - - 31 0.7 -vs. Gold 0.19 0.09 0.23 -
0 Proactive 12.8 513 133 563 4.2 13 3 :

ChatGPT 1  Proactive 13.7 50.9 120 549 39 2.9 Sale-to-Llst Ratlo 048 043 054 0.64
0 ProCoT 108 504 10.1 542 3.7 0.9
1 ProCoT 151 555 163 582 39 1.6

LLM-based dialogue systems fail to predict appropriate negotiation strategies and
dialogue acts in non-collaborative dialogues, further resulting in a low performance of
response generation.
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Evaluation on Non-collaborative Dialogues

Zero-shot Standard Zero-shot Proactive Zero-shot ProCoT

inform i 350 inform -l inform - 430
agree - agree - 400 agree - 400
intro - | 300 intro - | intro - ]
reject - reject - reject - 350
counter-price - | | 250 counter-price - m 300 counter-price - m 300
vague-price - vague-price - vague-price -
inquiry - 200 nquiry - inquiry - 250
unknown i [ m unknown - o 200 unknown - [ | ] 200
insist - 150 insist - nsist -
accept - accept - | accept - il Ei 150
o 100 - fer -
offer . offer i 1 L 100 offer i L 100
disagree -J}{ disagree - disagree -
init-price - - 50 init-price - init-price - -50
uit - uit - uit -
QUi B R a s -0 R -0 e I 0
SO S @& ASE G 2 @S SO & &AL E S @ RO & @ @A S et & &S
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N SRR ST ERRAT T R ST GRS Y
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S S S
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Figure 2: Heatmaps on the relationships between target and predicted dialogue acts. As no dialogue act is predicted
in standard prompting, a dialogue act classifier is trained to identify the dialogue act of the generated response.

A Standard prompting
A Tends to propose the initial price (init-price) instead of greetings (intro) at the begining.
[ The system often directly accepts the buyer's offer (accept) when it is supposed to offer
another price for negotiation (offer).
[ With Proactive and ProCoT prompting schemes, ChatGPT tends to propose a
counter price (counter-price) to negotiate with the buyer.
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Lesson Learned from the Evaluation

[ Clarification: LLMs barely ask clarification questions when encountering ambiguous
queries. ProCoT largely overcomes this issue, but the performance is still
unsatisfactory in domain-specific applications, e.qg., finance.

[d Target-guided: LLMs are proficient at performing topic shifting towards the
designated target, but tend to make aggressive topic transition. ProCoT further
improves this capability by planning a more smooth transition.

d Non-collaboration: LLMs fail to make strategic decision for non-collaborative
dialogues, even with ProCoT prompting. LLMs are powerful at controllable response
generation, but the capabilities of planning and decision making can be further
improved.
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Limitations of Prompt-based Approaches

v
C System ____ | yyger LLM | O Limited by the strategy planning
i Utterance : capability of LLMs
Info. . 1 | :
| Dialog User E O Fail to optimize the long-term goal
1T LR Literance = of the conversation
/' l i 1O Not learnable: The capability of
Action Actor Dialogue| : dialogue policy planning in the
Prompt LLM . History | : LLMs has not been improved.




Improve Strategy Planning of LLMs through Al Feedbacks

A Two LLMs conduct self-play simulation for collecting conversational interactions.
H| how much is the

o sell it to a high price balloon? 9

Hi, how much is the T
balloon?
you may want to .. @
) ( : : ) It's a royal product
@ It’s a good balloon and @ @ X with top-notch
Seller

its $20 ... Understood. | will

Buyer Seller Critic - to sell a higher Seller Buyer craftsmanship ...
price
Round 1. A seller and a buyer bargain Al feedback: a critic reads the dialog history Round 2. Seller improves bargaining
about a product. and give suggestions for improvements strategy based on Al feedback

A AThird LLM as Critic: LLM provides feedbacks for improving the dialogue-level strategy

planning.
Buyer Critic: Buyer Critic: Seller Critic: Seller Critic:
Employ the "flinch" technique: when Use the power of silence:The buyer Utilize split-the-difference: In Use anchoring technique: Begin by
the seller offers a counteroffer,the ~ can employ the power of silence in ~ Situations where a small price emphasizing the high starting price
buyer should display a degree of the negotiation process by pausing difference remains, propose to split ;4 then offer a slightly lower price
surprise or disappointment longer before responding to the the difference with the buyer.
) . seller's offer. Context:
Buyer’s Improvement: ’ Buyer proposes $15, seller calls $18 Seller’s Improvement:
e Th?t": hig;w eilr A} exPiCted' : B: yers lmprov?menlt Seller’s Improvement: Th's high-quality, Iong-las'ting ballfD )
saw a similar balloon at another pause™ ... Alright, I'll take the I understand, how about we split the IS really worth $25, but I'm offering
store for $14. Can you match that  balloon for $13. difference and make it $16.75 to it for $20.
price? accommodate your budget?
B1. The “flinch” technique B2. The power of silence B3. Split-the-difference B4. The anchoring technique
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Plug-and-Play Dialogue Policy Planner

[ A tunable language model plug-in for ---------------- St -------------------- P
dialogue strategy learning: Case Utzesraerlll::e > User LLM |
Q Conduct SFT on available | e r?iatlo— O Uier
human-annotated corpus. i L. LLMg Utterance
J Employ multi-agent simulation to conduct ) \ 1
RL for further tuning the policy model. Action Dialogue
: Prompt Histo ;
[ An LLM to simulate the user. 5 Y p‘&m\* : Yy :
: —— )
d An LLM as the reward model to assess — ) [_PPD;{--- Reward | :
the goal achievement and provide - & _ LLM 5 i
goal-oriented Al feedback. WTI‘;:'I“S‘;dT VTV;’;“ES ;
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Examples - Negotiation Dialogues

System Now enter the role-playing mode. In the following conversation, you will play as
a buyer in a price bargaining game.

User You are the buyer who is trying to buy the [item_name] with the price
of [buyer_target_price]. Product description: [item description]
Please reply with only one short and succinct sentence. [action] Now start the

game. System Given a conversation between a Buyer and a Seller, please decide whether the
Buyer and the Seller have reached a deal at the end of the conversation.

. . v : 9
Assistant  Hi, how much is the [item.name]? User Please decide whether the Buyer and the Seller have reached a deal at the end

of the conversation. If they have reached a deal, please extract the deal price
as [price]. You can only reply with one of the following sentences: They have
reached a deal at [price]. They have not reached a deal.

User Hi, this is a good [item_name] and its price is [seller_target_price].

Table 5: Prompts for response generation in negotiation dialogues.
The following is the conversation: Buyer: Can we meet in the middle at $15?
Seller: Sure, let’s meet at $15 for this high-quality balloon.
Question: Have they reached a deal? Answer: They have reached a deal at $15.

The following is the conversation: Buyer: That’s still a bit high, can you go

System Now enter the role-playing mode. In the following conversation, you will play as any lower? Seller: Alright, I can sell it to you for $15.
a seller in a price bargaining game. Question: Have they reached a deal? Answer: They have not reached a deal.
User You are the seller who .is trying to sell the [ i'tem_nalxme] with thc; prige of The following s the conversation: [conversation]
[seller_target_price]. Product description: [item_description] Question: Have they reached a deal? Answer:
Please reply with only one short and succinct sentence. Are you ready to play
the game? Table 14: Prompts for reward model in negotiation dialogues.

Assistant  Yes, I’m ready to play the game!

User Hi, how much is the [item_name]?

Assistant  Hi, this is a good [item name] and its price is [seller_target_price].

Table 8: Prompts for user simulator in negotiation dialogues.
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Examples - Emotional Support Dialogues

System Now enter the role-playing mode. In the following conversation, you will play
as a therapist in a counselling conversation with a patient.

User You are the therapist who is trying to help the patient reduce their emotional
distress and help them understand and work through the challenges. Please
reply with only one short and succinct sentence. [action] Are you ready to
play the game?

Assistant  Yes, I’'m ready to play the game! System

Given a conversation between a Therapist and a Patient, please assess whether
the Patient’ emotional issue has been solved after the conversation.

User [situation] User

Table 6: Prompts for response generation in emotional support dialogues.

System Now enter the role-playing mode. In the following conversation, you will play

You can only reply with one of the following sentences:
No, the Patient feels worse.

No, the Patient feels the same.

No, but the Patient feels better.

Yes, the Patient’s issue has been solved.

The following is a conversation about [emotion_type] regarding
[problem type]: [conversation]
Quetion: Has the Patient’s issue been solved? Answer:

as a patient in a counselling conversation with a therapist.

User You are the patient who is looking for the help from the therapist, be-
cause you have the emotional issue about [emotion_type] regarding
[problem_type]. Please reply with only one short and succinct sentence.
Now tell me your issue.

Assistant [situation]

Table 9: Prompts for user simulator in emotional support dialogues.

Table 15: Prompts for reward model in emotional support dialogues.
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Examples - Tutoring Dialogues

Given a conversation between a Teacher and a Student, please assess whether
the Student correctly translate the English sentence into Italian in the conver-
sation.

Please assess whether the Student correctly translated the whole sentence of
“[exercise]” into Italian in the conversation. You can only reply with one
of the following sentences:

No, the Student made an incorrect translation.

No, the Student did not try to translate.

No, the Student only correctly translated a part of “[exercise]”.

Yes, the Student correctly translated the whole sentence of “[exercise]”.

The following is the conversation: [conversation]
Question: Did the Student correctly translate the whole sentence of
“lexercise]” into Italian? Answer:

System Now enter the role-playing mode. In the following conversation, you will play
as a teacher in a tutoring conversation with a student.

User You are the teacher who is trying to teach the student to translate
“lexercise]” into Italian. Please reply with only one short and succinct System
sentence. Please do not tell the student the answer or ask the student about
other exercises. [action] Now ask me an exercise.

Assistant  Please translate “[exercise]” into Italian. User

User [situation]

Table 7: Prompts for response generation in tutoring dialogues.

System Now enter the role-playing mode. In the following conversation, you will play
as a student who does not know Italian in a tutoring conversation with a teacher.

User You are the student who is trying to translate an English sentence into Italian.

You don’t know the translation of “[exercise]” in Italian. Please reply
with only one short and succinct sentence. Are you ready to play the game?

Assistant  Yes, I’m ready to play the game!

User Please translate “[exercise]” into Italian.

Assistant [situation]

Table 10: Prompts for user simulator in tutoring dialogues.
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Table 16: Prompts for reward model in tutoring dialogues.
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Agent’s Proactivity in LLM-based Conversational Al

A Triggering the Proactivity of LLMs through Prompting
A Mixed-initiative Strategy-based Prompting
A Proactive Chain-of-Thought Prompting
J
A Improve the Goal Awareness of LLMs through Interactive Learning
A Improve Strategy Planning of LLMs through Al Feedbacks
J

1 and more.

How to turn instruction-following
conversational Al to be more
proactive?




Outline

A Summary and Outlook
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Benefits of Proactive Conversational Al

Largely improve user engagement and service efficiency in the conversation
A Topic Shifting and Planning in Open-domain Dialogues
A Additional Information Delivery in Task-oriented Dialogues

A Uncertainty Elimination in Information-seeking Dialogues

Empower the system to handle more complicated conversation tasks that involve
strategical and motivational interactions

A The users are not willing to coordinate with the system

A The users and the system do not share the same goal

A Multi-goal Conversation
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Outlook

. Evaluation of Agent’s Proactivity
A More Robust and Realistic User Simulation
[d  Automatic Evalaution Metrics
d Datasets and Benchmarks

d  Ethics of Agent’s Proactivity
A Factuality
1 Safety

3 Privacy

4 Improving the Proactivity of LLM-based Conversational Al
A Promp Designs
A Learning from Human/Al Feedbacks

156






